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Preface

‘Coherent Evolution in Noisy Environments’ was the title of an international
school at the Max-Planck-Institute for the Physics of Complex Systems in Dres-
den, Germany, from 2 April to 30 May 2001. Yet, this is also the general theme
which a growing community of physicists is contemplating as it comes to monitor,
guide, or even control the time evolution of isolated quantum systems. The latter
can never be perfectly isolated (be it for the purpose of observation) from their
environment – which is noisy (since never under complete control) – and will
therefore exhibit traces of this, possibly residual, coupling on sufficiently long
time scales. However, it is precisely the coherent nature of its time evolution
which makes an isolated system quantum, and it is the detrimental influence of
dissipation and of noise fed into the system from the environment, which induces
decoherence as time evolves.

Given the last two decades’ extraordinary progress in the experimental art
of isolating single quantum objects (which Schrödinger could only think about
in a, by now, famous thought experiment), the theoretical understanding of
(de-)coherence and its implications has re-emerged as an important issue of fun-
damental relevance. Feynman’s remarks on the simulation of complex quantum
evolution using quantum systems appears to become a more realistic enterprise;
moreover quantum cryptography, communication, and computation are iden-
tified as emerging key technologies of our young century. If these fields shall
guarantee some share holder value on the long run, our theoretical understand-
ing of the coherent evolution of quantum systems in the presence of noise, and,
hence, of decoherence, needs a considerable sharpening.

Many and rather distinct subdisciplines of physics and mathematics have
their word to say in this context. Whilst quantum opticians arguably come up
with the cleanest experimental conditions – which allow for a highly reductionist
approach to the quantum world – the condensed matter and mesoscopics commu-
nities have to fight with an abundance of imperfections which invites strong input
from statistical physics. With some reason one might say that the former can tell
us a little more about coherence (and controlled decoherence), whereas the latter
are closer to a general theory of decoherence with less stringent simplifications.
Nonetheless, both communities are expected to intensify their communication –
given the recent realization of simple models of solid state transport theory in
quantum optical experiments. Finally, the novel point of view of quantum in-
formation theory provides a general framework for coherence, decoherence, and
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quantum information processing in quantum cryptography, communication, and
computation, and receives input from mathematical physics as well as from pure
mathematics.

It was the purpose of the school at the MPI-PKS in Dresden to make these
different communities listen (and speak) to each other, to convey their differ-
ent languages, distinct methodologies, and different key challenges to the young
and eager in these different fields. If we were able to reach this aim, at least
partially, this was the merit of the lecturers of this school. Each of them enthusi-
astically took on the burden of preparing and delivering between 6 and 10 hours
of lectures, sometimes gave additional sessions, and actively participated in the
students’ seminars and informal discussions, as well as in the other lecturers’
courses. Therefore, we should like to thank Hans Briegel, Berge Englert, Gert
Ingold, Burkhard Kümmerer, Panagagiotis Lambropoulos, Mark Raizen, Wal-
ter Strunz, Steven van Enk, Harald Weinfurter, and Kurt Wiesenfeld, for their
crucial contributions to this school.

Towards the end of the event, some of us agreed that the lectures should be
conserved, and this idea was strongly encouraged by the two co-organizers of the
school, Reinhard Werner and Anton Zeilinger, whom we are very much indebted
to for their constructive support in all respects. The result is this present book,
which contains a good part of the school lectures, and an additional contribu-
tion by Keyl and Werner. It starts out with Ingold’s outline of a rather general
quantum treatment of dissipation – reflecting the point of view widely spread
in the condensed matter and mesoscopics community. Then, Englert and Morigi
give a detailed outline of the algebraic treatment of dissipation in the (possibly
periodically driven) damped harmonic oscillator, an open quantum system of
paradigmatic importance in quantum optics. With the micro-maser as its exper-
imental realization in mind, these lectures constitute – in some respect – the seed
for the subsequent chapters by Wiesenfeld et al. and Kümmerer. Both of them
deal with stochastic processes, though in rather orthogonal languages, and within
rather different contexts. Wiesenfeld et al. discuss the potentially constructive
role of noise in classical and quantum systems in the presence of some non-
linearity, whilst Kümmerer spells out the mathematical framework of quantum
Markov processes. Kümmerer’s lecture also provides the general mathematical
background of a good part of quantum information theory, and of the corre-
sponding treatment of decoherence as the small system’s entanglement with the
environment. This latter point of view is elaborated on in Strunz’s lecture, which
– through the discussion of an experimental realization in the Paris micro-maser
setting – is somewhat entangled with the contribution of Englert and Morigi,
and rephrases aspects of quantum stochastic calculus already touched upon by
Kümmerer. Strunz’ treatment of decoherence in phase space is complemented
by Aschauer and Briegel, who directly address decoherence in the context of
quantum communication, and notably its detrimental influence on quantum en-
tanglement. In particular, they develop efficient strategies to counteract decoher-
ence through the controlled disentanglement of the (quantum) carrier from the
environment. Finally, again in a more mathematical language, Keyl and Werner
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show how quantum data can be protected against decoherence when sent through
noisy quantum channels. They also come up with quantitative bounds on the
tolerable error rate for such strategies to work.

We believe that this collection of contributions from quite distinct areas
nicely illustrates how those areas are slowly getting closer – propelled by some
progresses made in physics and mathematics during the last couple of decades
– and that we witness how a common language emerges in this exciting area of
fundamental research.

Let us finally express our gratitude to all those who made possible the school,
and as a direct product thereof this book, through their support and concrete
efforts behind the scene: Claudia Poenisch, Christian Caron, Helmut Deggel-
mann, Torsten Goerke, Heidi Naether, Christa and Klaus Quedenbaum, An-
dreas Schneider, Hubert Scherrer, Andreas Wagner, Jan-Michael Rost, and the
Max-Planck Society.

Dresden and Wien, Andreas Buchleitner
August 2002 Klaus Hornberger
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1 Path Integrals and Their Application
to Dissipative Quantum Systems

Gert-Ludwig Ingold

Institut für Physik, Universität Augsburg, D-86135 Augsburg, Germany

1.1 Introduction

The coupling of a system to its environment is a recurrent subject in this collec-
tion of lecture notes. The consequences of such a coupling are threefold. First of
all, energy may irreversibly be transferred from the system to the environment
thereby giving rise to the phenomenon of dissipation. In addition, the fluctuating
force exerted by the environment on the system causes fluctuations of the system
degree of freedom which manifest itself for example as Brownian motion. While
these two effects occur both for classical as well as quantum systems, there exists
a third phenomenon which is specific to the quantum world. As a consequence
of the entanglement between system and environmental degrees of freedom a
coherent superposition of quantum states may be destroyed in a process referred
to as decoherence. This effect is of major concern if one wants to implement a
quantum computer. Therefore, decoherence is discussed in detail in Chap. 5.

Quantum computation, however, is by no means the only topic where the
coupling to an environment is relevant. In fact, virtually no real system can be
considered as completely isolated from its surroundings. Therefore, the phenom-
ena listed in the previous paragraph play a role in many areas of physics and
chemistry and a series of methods has been developed to address this situation.
Some approaches like the master equations discussed in Chap. 2 are particularly
well suited if the coupling to the environment is weak, a situation desired in
quantum computing. On the other hand, in many solid state systems, the envi-
ronmental coupling can be so strong that weak coupling theories are no longer
valid. This is the regime where the path integral approach has proven to be very
useful.

It would be beyond the scope of this chapter even to attempt to give a com-
plete overview of the use of path integrals in the description of dissipative quan-
tum systems. In particular for a two-level system coupled to harmonic oscillator
degrees of freedom, the so-called spin-boson model, quite a number of approx-
imations have been developed which are useful in their respective parameter
regimes. This chapter rather attempts to give an introduction to path integrals
for readers unfamiliar with but interested in this method and its application to
dissipative quantum systems.

In this spirit, Sect. 1.2 gives an introduction to path integrals. Some aspects
discussed in this section are not necessarily closely related to the problem of
dissipative systems. They rather serve to illustrate the path integral approach
and to convey to the reader the beauty and power of this approach. In Sect. 1.3

A. Buchleitner and K. Hornberger (Eds.): LNP 611, pp. 1–53, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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we elaborate on the general idea of the coupling of a system to an environment.
The path integral formalism is employed to eliminate the environmental degrees
of freedom and thus to obtain an effective description of the system degree of
freedom. The results provide the basis for a discussion of the damped harmonic
oscillator in Sect. 1.4. Starting from the partition function we will examine sev-
eral aspects of this dissipative quantum system.

Readers interested in a more in-depth treatment of the subject of quantum
dissipation are referred to existing textbooks. In particular, we recommend the
book by U. Weiss [1] which provides an extensive presentation of this topic
together with a comprehensive list of references. Chapter 4 of [2] may serve as a
more concise introduction complementary to the present chapter. Path integrals
are discussed in a whole variety of textbooks with an emphasis either on the
physical or the mathematical aspects. We only mention the book by H. Kleinert
[3] which gives a detailed discussion of path integrals and their applications in
different areas.

1.2 Path Integrals

1.2.1 Introduction

The most often used and taught approach to nonrelativistic quantum mechan-
ics is based on the Schrödinger equation which possesses strong ties with the
the Hamiltonian formulation of classical mechanics. The nonvanishing Poisson
brackets between position and momentum in classical mechanics lead us to in-
troduce noncommuting operators in quantum mechanics. The Hamilton function
turns into the Hamilton operator, the central object in the Schrödinger equation.
One of the most important tasks is to find the eigenfunctions of the Hamilton
operator and the associated eigenvalues. Decomposition of a state into these
eigenfunctions then allows us to determine its time evolution.

As an alternative, there exists a formulation of quantum mechanics based
on the Lagrange formalism of classical mechanics with the action as the cen-
tral concept. This approach, which was developed by Feynman in the 1940’s
[4,5], avoids the use of operators though this does not necessarily mean that the
solution of quantum mechanical problems becomes simpler. Instead of finding
eigenfunctions of a Hamiltonian one now has to evaluate a functional integral
which directly yields the propagator required to determine the dynamics of a
quantum system. Since the relation between Feynman’s formulation and classi-
cal mechanics is very close, the path integral formalism often has the important
advantage of providing a much more intuitive approach as we will try to convey
to the reader in the following sections.

1.2.2 Propagator

In quantum mechanics, one often needs to determine the solution |ψ(t)〉 of the
time-dependent Schrödinger equation

i�
∂|ψ〉
∂t

= H|ψ〉 , (1.1)
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where H is the Hamiltonian describing the system. Formally, the solution of
(1.1) may be written as

|ψ(t)〉 = T exp
(
− i

�

∫ t

0
dt′H(t′)

)
|ψ(0)〉 . (1.2)

Here, the time ordering operator T is required because the operators corre-
sponding to the Hamiltonian at different times do not commute in general. In
the following, we will restrict ourselves to time-independent Hamiltonians where
(1.2) simplifies to

|ψ(t)〉 = exp
(
− i

�
Ht

)
|ψ(0)〉 . (1.3)

As the inspection of (1.2) and (1.3) demonstrates, the solution of the time-
dependent Schrödinger equation contains two parts: the initial state |ψ(0)〉 which
serves as an initial condition and the so-called propagator, an operator which
contains all information required to determine the time evolution of the system.

Writing (1.3) in position representation one finds

〈x|ψ(t)〉 =
∫

dx′〈x| exp
(
− i

�
Ht

)
|x′〉〈x′|ψ(0)〉 (1.4)

or
ψ(x, t) =

∫
dx′K(x, t, x′, 0)ψ(x′, 0) (1.5)

with the propagator

K(x, t, x′, 0) = 〈x| exp
(
− i

�
Ht

)
|x′〉 . (1.6)

It is precisely this propagator which is the central object of Feynman’s formu-
lation of quantum mechanics. Before discussing the path integral representation
of the propagator, it is therefore useful to take a look at some properties of the
propagator.

Instead of performing the time evolution of the state |ψ(0)〉 into |ψ(t)〉 in one
step as was done in equation (1.3), one could envisage to perform this procedure
in two steps by first propagating the initial state |ψ(0)〉 up to an intermediate
time t1 and taking the new state |ψ(t1)〉 as initial state for a propagation over
the time t− t1. This amounts to replacing (1.3) by

|ψ(t)〉 = exp
(
− i

�
H(t− t1)

)
exp
(
− i

�
Ht1

)
|ψ(0)〉 (1.7)

or equivalently

ψ(x, t) =
∫

dx′
∫

dx′′K(x, t, x′′, t1)K(x′′, t1, x
′, 0)ψ(x′, 0) . (1.8)



4 Gert-Ludwig Ingold

0 t1 t

x′

x

Fig. 1.1. According to the semigroup property (1.9) the propagator K(x, t, x′, 0) may
be decomposed into propagators arriving at some time t1 at an intermediate point x′′

and propagators continuing from there to the final point x

Comparing (1.5) and (1.8), we find the semigroup property of the propagator

K(x, t, x′, 0) =
∫

dx′′K(x, t, x′′, t1)K(x′′, t1, x
′, 0) . (1.9)

This result is visualized in Fig. 1.1 where the propagators between space-time
points are depicted by straight lines connecting the corresponding two points. At
the intermediate time t1 one has to integrate over all positions x′′. This insight
will be of use when we discuss the path integral representation of the propagator
later on.

The propagator contains the complete information about the eigenenergies
En and the corresponding eigenstates |n〉. Making use of the completeness of the
eigenstates, one finds from (1.6)

K(x, t, x′, 0) =
∑
n

exp
(
− i

�
Ent

)
ψn(x)ψn(x′)∗ . (1.10)

Here, the star denotes complex conjugation. Not only does the propagator con-
tain the eigenenergies and eigenstates, this information may also be extracted
from it. To this end, we introduce the retarded Green function

Gr(x, t, x′, 0) = K(x, t, x′, 0)Θ(t) (1.11)

where Θ(t) is the Heaviside function which equals 1 for positive argument t and
is zero otherwise. Performing a Fourier transformation, one ends up with the
spectral representation

Gr(x, x′, E) = − i
�

∫ ∞

0
dt exp

(
i
�
Et

)
Gr(t)

=
∑
n

ψn(x)ψn(x′)∗

E − En + iε
,

(1.12)

where ε is an infinitely small positive quantity. According to (1.12), the poles of
the energy-dependent retarded Green function indicate the eigenenergies while
the corresponding residua can be factorized into the eigenfunctions at positions
x and x′.
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1.2.3 Free Particle

An important step towards the path integral formulation of quantum mechanics
can be made by considering the propagator of a free particle of mass m. The
eigenstates of the corresponding Hamiltonian

H =
p2

2m
(1.13)

are momentum eigenstates

ψp(x) =
1√
2π�

exp
(

i
�
px

)
(1.14)

with a momentum eigenvalue p out of a continuous spectrum. Inserting these
eigenstates into the representation (1.10) of the propagator, one finds by virtue
of ∫ ∞

−∞
dx exp(−iax2) =

√
π

ia
=
√
π

a
exp
(
−i
π

4

)
(1.15)

for the propagator of the free particle the result

K(xf , t, xi, 0) =
1

2π�

∫
dp exp

(
− i

�

p2

2m
t

)
exp
(

i
�
p(xf − xi)

)

=
√

m

2πi�t
exp
(

i
�

m(xf − xi)2

2t

)
.

(1.16)

It was already noted by Dirac [6] that the quantum mechanical propagator
and the classical properties of a free particle are closely related. In order to
demonstrate this, we evaluate the action of a particle moving from xi to xf in
time t. From the classical path

xcl(s) = xi + (xf − xi)
s

t
(1.17)

obeying the boundary conditions xcl(0) = xi and xcl(t) = xf , the corresponding
classical action is found as

Scl =
m

2

∫ t

0
dsẋ2

cl =
m

2
(xf − xi)2

t
. (1.18)

This result enables us to express the propagator of a free particle entirely in
terms of the classical action as

K(xf , t, xi, 0) =
(
− 1

2πi�
∂2Scl(xf , t, xi, 0)

∂xf∂xi

)1/2

exp
(

i
�
Scl(xf , t, xi, 0)

)
. (1.19)

This result is quite remarkable and one might suspect that it is due to a pecu-
liarity of the free particle. However, since the propagation in a general potential
(in the absence of delta function contributions) may be decomposed into a se-
ries of short-time propagations of a free particle, the result (1.19) may indeed
be employed to construct a representation of the propagator where the classical
action appears in the exponent. In the prefactor, the action appears in the form
shown in (1.19) only within the semiclassical approximation (cf. Sect. 1.2.8) or
for potentials where this approximation turns out to be exact.
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1.2.4 Path Integral Representation of Quantum Mechanics

While avoiding to go too deeply into the mathematical details, we nevertheless
want to sketch the derivation of the path integral representation of the propaga-
tor. The main idea is to decompose the time evolution over a finite time t into
N slices of short time intervals ∆t = t/N where we will eventually take the limit
N →∞. Denoting the operator of the kinetic and potential energy by T and V ,
respectively, we thus find

exp
(
− i

�
Ht

)
=
[
exp
(
− i

�
(T + V )∆t

)]N
. (1.20)

For simplicity, we will assume that the Hamiltonian is time-independent even
though the following derivation may be generalized to the time-dependent case.
We now would like to decompose the short-time propagator in (1.20) into a
part depending on the kinetic energy and another part containing the potential
energy. However, since the two operators do not commute, we have to exercise
some caution. From an expansion of the Baker-Hausdorff formula one finds

exp
(
− i

�
(T + V )∆t

)
≈ exp

(
− i

�
T∆t

)
exp
(
− i

�
V ∆t

)
+

1
�2 [T, V ](∆t)2 (1.21)

where terms of order (∆t)3 and higher have been neglected. Since we are inter-
ested in the limit ∆t → 0, we may neglect the contribution of the commutator
and arrive at the Trotter formula

exp
(
− i

�
(T + V )t

)
= lim
N→∞

[U(∆t)]N (1.22)

with the short time evolution operator

U(∆t) = exp
(
− i

�
T∆t

)
exp
(
− i

�
V ∆t

)
. (1.23)

What we have presented here is, of course, at best a motivation and certainly
does not constitute a mathematical proof. We refer readers interested in the
details of the proof and the conditions under which the Trotter formula holds to
the literature [7].

In position representation one now obtains for the propagator

K(xf , t, xi, 0) = lim
N→∞

∫ ∞

−∞


N−1∏
j=1

dxj


 〈xf |U(∆t)|xN−1〉 . . .

× 〈x1 |U(∆t)|xi〉 .
(1.24)

Since the potential is diagonal in position representation, one obtains together
with the expression (1.16) for the propagator of the free particle for the matrix



1 Path Integrals and Quantum Dissipation 7

element

〈xj+1 |U(∆t)|xj〉 =
〈
xj+1

∣∣∣∣exp
(
− i

�
T∆t

)∣∣∣∣xj
〉

exp
(
− i

�
V (xj)∆t

)

=
√

m

2πi�∆t
exp
[

i
�

(
m

2
(xj+1 − xj)2

∆t
− V (xj)∆t

)]
.

(1.25)

We thus arrive at our final version of the propagator

K(xf , t, xi, 0) = lim
N→∞

√
m

2πi�∆t

∫ ∞

−∞


N−1∏
j=1

dxj

√
m

2πi�∆t


 (1.26)

× exp


 i

�

N−1∑
j=0

(
m

2

(
xj+1 − xj

∆t

)2

− V (xj)

)
∆t




where x0 and xN should be identified with xi and xf , respectively. The discretiza-
tion of the propagator used in this expression is a consequence of the form (1.21)
of the Baker-Hausdorff relation. In lowest order in ∆t, we could have used a dif-
ferent decomposition which would have led to a different discretization of the
propagator. For a discussion of the mathematical subtleties we refer the reader
to [8].

Remarking that the exponent in (1.26) contains a discretized version of the
action

S[x] =
∫ t

0
ds
(m

2
ẋ2 − V (x)

)
, (1.27)

we can write this result in short notation as

K(xf , t, xi, 0) =
∫
Dx exp

(
i
�
S[x]
)
. (1.28)

The action (1.27) is a functional which takes as argument a function x(s) and
returns a number, the action S[x]. The integral in (1.28) therefore is a functional
integral where one has to integrate over all functions satisfying the boundary
conditions x(0) = xi and x(t) = xf . Since these functions represent paths, one
refers to this kind of functional integrals also as path integral.

The three lines shown in Fig. 1.2 represent the infinity of paths satisfying
the boundary conditions. Among them the thicker line indicates a special path
corresponding to an extremum of the action. According to the principal of least
action such a path is a solution of the classical equation of motion. It should be
noted, however, that even though sometimes there exists a unique extremum,
in general there may be more than one or even none. A demonstration of this
fact will be provided in Sect. 1.2.7 where we will discuss the driven harmonic
oscillator.

The other paths depicted in Fig. 1.2 may be interpreted as quantum fluctu-
ations around the classical path. As we will see in Sect. 1.2.8, the amplitude of
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t

x

Fig. 1.2. The thick line represents a classical path satisfying the boundary conditions.
The thinner lines are no solutions of the classical equation of motion and may be
associated with quantum fluctuations

these fluctuations is typically of the order of
√

�. In the classical limit � → 0
therefore only the classical paths survive as one should expect.

Before explicitly evaluating a path integral, we want to discuss two examples
which will give us some insight into the difference of the approaches offered by
the Schrödinger and Feynman formulation of quantum mechanics.

1.2.5 Particle on a Ring

We confine a particle of mass m to a ring of radius R and denote its angular
degree of freedom by φ. This system is described by the Hamiltonian

H = − �
2

2mR2

∂2

∂φ2 . (1.29)

Requiring the wave function to be continuous and differentiable, one finds the
stationary states

ψ�(φ) =
1√
2π

exp (i�φ) (1.30)

with � = 0,±1,±2, . . . and the eigenenergies

E� =
�

2�2

2mR2 . (1.31)

These solutions of the time-independent Schrödinger equation allow us to con-
struct the propagator

K(φf , t, φi, 0) =
1
2π

∞∑
�=−∞

exp
(

i�(φf − φi)− i
��2

2mR2 t

)
. (1.32)

We now want to derive this result within the path integral formalism. To this
end we will employ the propagator of the free particle. However, an important
difference between a free particle and a particle on a ring deserves our attention.
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φi

φf

φi

φf

n = 0 n = 1
Fig. 1.3. On a ring, the angles φf and φf +2πn have to be identified. As a consequence,
there exist infinitely many classical paths connecting two points on a ring, which may
be identified by their winding number n

Due to the ring topology we have to identify all angles φ + 2πn, where n is an
integer, with the angle φ. As a consequence, there exist infinitely many classical
paths connecting φi and φf . All these paths are topologically different and can be
characterized by their winding number n. As an example, Fig. 1.3 shows a path
for n = 0 and n = 1. Due to their different topology, these two paths (and any
two paths corresponding to different winding numbers) cannot be continuously
transformed into each other. This implies that adding a fluctuation to one of the
classical paths will never change its winding number.

Therefore, we have to sum over all winding numbers in order to account for
all possible paths. The propagator thus consists of a sum over free propagators
corresponding to different winding numbers

K(φf , t, φi, 0) =
∞∑

n=−∞
R

√
m

2πi�t
exp
(

i
�

mR2

2
(φf − φi − 2πn)2

t

)
. (1.33)

Here, the factor R accounts for the fact that, in contrast to the free particle, the
coordinate is given by an angle instead of a position.

The propagator (1.33) is 2π-periodic in φf−φi and can therefore be expressed
in terms of a Fourier series

K(φf , t, φi, 0) =
∞∑

�=−∞
c� exp [i�(φf − φi)] . (1.34)

The Fourier coefficients are found to read

c� =
1
2π

exp
(
−i

��2

2mR2 t

)
(1.35)

which proves the equivalence of (1.33) with our previous result (1.32). We thus
have obtained the propagator of a free particle on a ring both by solving the
Schrödinger equation and by employing path integral methods. These two ap-
proaches make use of complementary representations. In the first case, this is
the angular momentum representation while in the second case, one works in
the phase representation and sums over winding numbers.
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0 xi xf L

1
2

3

4

5

Fig. 1.4. The reflection at the walls of a box leads to an infinite number of possible
trajectories connecting two points in the box

1.2.6 Particle in a Box

Another textbook example in standard quantum mechanics is the particle in a
box of length L confined by infinitely high walls at x = 0 and x = L. From the
eigenvalues

Ej =
�

2π2j2

2mL2 (1.36)

with j = 1, 2, . . . and the corresponding eigenfunctions

ψj(x) =

√
2
L

sin
(
πj
x

L

)
(1.37)

the propagator is immediately obtained as

K(xf , t, xi, 0) =
2
L

∞∑
j=1

exp
(
−i

�π2j2

2mL2 t

)
sin
(
πj
xf

L

)
sin
(
πj
xi

L

)
. (1.38)

It took some time until this problem was solved within the path integral
approach [9,10]. Here, we have to consider all paths connecting the points xi and
xf within a period of time t. Due to the reflecting walls, there again exist infinitely
many classical paths, five of which are depicted in Fig. 1.4. However, in contrast
to the case of a particle on a ring, these paths are no longer topologically distinct.
As a consequence, we may deform a classical path continuously to obtain one of
the other classical paths.

If, for the moment, we disregard the details of the reflections at the wall, the
motion of the particle in a box is equivalent to the motion of a free particle. The
fact that paths are folded back on themselves can be accounted for by taking
into account replicas of the box as shown in Fig. 1.5. Now, the path does not
necessarily end at x(0)

f = xf but at one of the mirror images x(n)
f where n is an

arbitrary integer. In order to obtain the propagator, we will have to sum over
all replicas. Due to the different geometry we need to distinguish between those
paths arising from an even and an odd number of reflections. From Fig. 1.5 one
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1
2

3
4

5

x
(−2)
f x

(−1)
f xf x

(1)
f x

(2)
fxi

Fig. 1.5. Instead of a particle getting reflected at the walls of the box one may think
of a free particle moving from the starting point in the box to the end point in one of
the replicas of the box

t

x
xi xf0−xf

Fig. 1.6. A path crossing the wall is cancelled by a path running to the mirror point
of the end point

can see that for an odd number 2n−1 of reflections, the end point lies at 2nL−xf
and the contribution to the full propagator therefore is given by

K(2n−1)(xf , t, xi, 0) =
√

m

2πi�t
exp
(

i
�

m(2nL− xf − xi)2

2t

)
. (1.39)

On the other hand, for an even number 2n of reflections, the end point is located
at 2nL+ xf and we find

K(2n)(xf , t, xi, 0) =
√

m

2πi�t
exp
(

i
�

m(2nL+ xf − xi)2

2t

)
. (1.40)

However, it is not obvious that just summing up the propagators (1.39) and
(1.40) for all n will do the job.

In order to clarify this point, we start with the somewhat simpler situation
of just one wall and take a look at all paths running between xi and xf in time
t. As can be seen from the space-time diagram in Fig. 1.6 there are paths which
do not cross the wall and which therefore contribute to the path integral. On
the other hand, there exist also paths which cross the wall an even number of
times. Since these paths spend some time in the forbidden region, they do not
contribute to the path integral.

It requires some thinking to ensure that only paths not crossing the wall are
taken into account. Our strategy will consist in first writing down a propagator
Kfree which disregards the wall. Then, we have to subtract off the contributions
of all the paths which cross the wall. This can be done by constructing a path
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with the same action as the original path. To this end we take the original path
up to the last crossing with the wall and then continue along the mirror image
of the original path. We thus end up at the mirror image −xf of the original end
point xf . Note that a path running from xi to −xf necessarily crosses the wall
at least once. As a consequence, subtracting the propagator between these two
points eliminates all original paths which do not remain in the region x > 0.
We therefore obtain our desired result, the propagator Kwall in the presence of
a wall, by subtracting a propagator going to the reflected end point from the
unconstrained propagator to the original end point [9,10,11]

Kwall(xf , t, xi, 0) = Kfree(xf , t, xi, 0)−Kfree(−xf , t, xi, 0) . (1.41)

This result bears much resemblance with the method of image charges in elec-
trostatics. After giving it some thought, this should not be too surprising since
the free Schrödinger equation and the Poisson equation are formally equivalent.
According to the method of image charges one may account for a metallic plate
(i.e. the wall) by putting a negative charge (i.e. the mirrored end point) com-
plementing the positive charge (i.e. the original end point). For the propagator
this results in the difference appearing in (1.41).

Let us now come back to our infinitely deep potential well with two walls. This
problem corresponds to the electrostatics of a charge between two parallel metal
plates. In this case, the method of image charges leads to an infinite number
of charges of alternating signs. The original positive charge gives rise to two
negative charges which are each an image corresponding to one of the two metal
plates. In addition, however, these images have mirror images corresponding to
the other metal plate and this process has to be carried on ad infinitum.

Expressing the propagator of the particle in the box in terms of the free
propagator works in exactly the same way. A path intersecting both walls is
subtracted twice, i.e. one time too often. Therefore, one contribution has to be
restored which is done by adding another end point. Continuing the procedure
one ends up with an infinite number of end points, some of which we have shown
in Fig. 1.5. As a consequence, we can attribute a sign to each end point in this
figure. The general rule which follows from these considerations is that each
reflection at a wall leads to factor −1. The propagator therefore can be written
as

K(xf , t, xi, 0) =
√

m

2πi�t

∞∑
n=−∞

[
exp
(

i
�

m(2nL+ xf − xi)2

2t

)

− exp
(

i
�

m(2nL− xf − xi)2

2t

)]
.

(1.42)

The symmetries

K(xf + 2L, t, xi, 0) = K(xf , t, xi, 0) (1.43)
K(−xf , t, xi, 0) = −K(xf , t, xi, 0) (1.44)
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suggest to expand the propagator into the Fourier series

K(xf , t, xi, 0) =
∞∑
j=1

aj(xi, t) sin
(
πj
xf

L

)
. (1.45)

Its Fourier coefficients are obtained from (1.42) as

aj(xi, t) =
1
L

∫ L

−L
dxf sin

(
πj
xf

L

)
K(xf , t, xi, 0)

=
2
L

sin
(
πj
xi

L

)
exp
(
− i

�
Ejt

) (1.46)

where the energies Ej are the eigenenergies of the box defined in (1.36). Inserting
(1.46) into (1.45) we thus recover our previous result (1.38).

1.2.7 Driven Harmonic Oscillator

Even though the situations dealt with in the previous two sections have been con-
ceptually quite interesting, we could in both cases avoid the explicit calculation
of a path integral. In the present section, we will introduce the basic techniques
needed to evaluate path integrals. As an example, we will consider the driven
harmonic oscillator which is simple enough to allow for an exact solution. In
addition, the propagator will be of use in the discussion of damped quantum
systems in later sections.

Our starting point is the Lagrangian

L =
m

2
ẋ2 − m

2
ω2x2 + xf(t) (1.47)

of a harmonic oscillator with mass m and frequency ω. The force f(t) may be
due to an external field, e.g. an electric field coupling via dipole interaction to a
charged particle. In the context of dissipative quantum mechanics, the harmonic
oscillator could represent a degree of freedom of the environment under the
influence of a force exerted by the system.

According to (1.28) we obtain the propagator K(xf , t, xi, 0) by calculating
the action for all possible paths starting at time zero at xi and ending at time t
at xf . It is convenient to decompose the general path

x(s) = xcl(s) + ξ(s) (1.48)

into the classical path xcl satisfying the boundary conditions xcl(0) = xi, xcl(t) =
xf and a fluctuating part ξ vanishing at the boundaries, i.e. ξ(0) = ξ(t) = 0. The
classical path has to satisfy the equation of motion

mẍcl +mω2xcl = f(s) (1.49)

obtained from the Lagrangian (1.47).
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For an exactly solvable problem like the driven harmonic oscillator, we could
replace xcl by any path satisfying x(0) = xi, x(t) = xf . We leave it as an
exercise to the reader to perform the following calculation with xcl(s) of the
driven harmonic oscillator replaced by xi +(xf−xi)s/t. However, it is important
to note that within the semiclassical approximation discussed in Sect. 1.2.8 an
expansion around the classical path is essential since this path leads to the
dominant contribution to the path integral.

With (1.48) we obtain for the action

S =
∫ t

0
ds
(m

2
ẋ2 − m

2
ω2x2 + xf(s)

)

=
∫ t

0
ds
(m

2
ẋ2

cl −
m

2
ω2x2

cl + xclf(s)
)

+
∫ t

0
ds
(
mẋclξ̇ −mω2xclξ + ξf(s)

)

+
∫ t

0
ds
(m

2
ξ̇2 − m

2
ω2ξ2

)
. (1.50)

For our case of a harmonic potential, the third term is independent of the bound-
ary values xi and xf as well as of the external driving. The second term vanishes
as a consequence of the expansion around the classical path. This can be seen
by partial integration and by making use of the fact that xcl is a solution of the
classical equation of motion:
∫ t

0
ds
(
mẋclξ̇−mω2xclξ+ξf(s)

)
= −

∫ t

0
ds
(
mẍcl+mω2xcl−f(s)

)
ξ = 0 . (1.51)

We now proceed in two steps by first determining the contribution of the
classical path and then addressing the fluctuations. The solution of the classical
equation of motion satisfying the boundary conditions reads

xcl(s) = xf
sin(ωs)
sin(ωt)

+ xi
sin(ω(t− s))

sin(ωt)
(1.52)

+
1
mω

[∫ s

0
du sin(ω(s− u))f(u)− sin(ωs)

sin(ωt)

∫ t

0
du sin(ω(t− u))f(u)

]
.

A peculiarity of the harmonic oscillator in the absence of driving is the ap-
pearance of conjugate points at times Tn = (π/ω)n where n is an arbitrary
integer. Since the frequency of the oscillations is independent of the amplitude,
the position of the oscillator at these times is determined by the initial position:
x(T2n+1) = −xi and x(T2n) = xi, see Fig. 1.7. This also illustrates the fact men-
tioned on p. 7, that depending on the boundary conditions there may be more
than one or no classical solution.

The task of evaluating the action of the classical path may be simplified by
a partial integration
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t

x

Fig. 1.7. In a harmonic potential all trajectories emerging from the same starting point
converge at conjugate points at multiples of half an oscillation period

Scl =
∫ t

0
ds
(m

2
ẋ2

cl −
m

2
ω2x2

cl + xclf(s)
)

=
m

2
xclẋcl

∣∣∣t
0
−
∫ t

0
ds
(m

2
xclẍcl +

m

2
ω2x2

cl − xclf(s)
)

=
m

2
(xf ẋcl(t)− xiẋcl(0)) +

1
2

∫ t

0
ds xcl(s)f(s)

(1.53)

where we have made use of the classical equation of motion to obtain the third
line. From the solution (1.52) of the classical equation of motion we get

ẋcl(0) = ω
xf − xi cos(ωt)

sin(ωt)
− 1
m sin(ωt)

∫ t

0
ds sin(ω(t− s))f(s) (1.54)

ẋcl(t) = ω
xf cos(ωt)− xi

sin(ωt)
+

1
m sin(ωt)

∫ t

0
ds sin(ωs)f(s) . (1.55)

Inserting initial and final velocity into (1.53) we find for the classical action

Scl =
mω

2 sin(ωt)
[
(x2

i + x2
f ) cos(ωt)− 2xixf

]

+
xf

sin(ωt)

∫ t

0
ds sin(ωs)f(s) +

xi

sin(ωt)

∫ t

0
ds sin(ω(t− s))f(s)

− 1
mω sin(ωt)

∫ t

0
ds
∫ s

0
du sin(ωu) sin(ω(t− s))f(s)f(u) .

(1.56)

As a second step, we have to evaluate the contribution of the fluctuations
which is determined by the third term in (1.50). After partial integration this
term becomes

S(2) =
∫ t

0
ds
(m

2
ξ̇2 − m

2
ω2ξ2

)
= −

∫ t

0
ds
m

2
ξ

(
d2

ds2
+ ω2

)
ξ . (1.57)
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Here, the superscript ‘(2)’ indicates that this term corresponds to the contri-
bution of second order in ξ. In view of the right-hand side it is appropriate to
expand the fluctuation

ξ(s) =
∞∑
n=1

anξn(s) (1.58)

into eigenfunctions of (
d2

ds2
+ ω2

)
ξn = λnξn (1.59)

with ξn(0) = ξn(t) = 0. As eigenfunctions of a selfadjoint operator, the ξn are
complete and may be chosen orthonormal. Solving (1.59) yields the eigenfunc-
tions

ξn(s) =

√
2
t

sin
(
πn

s

t

)
(1.60)

and corresponding eigenvalues

λn = −
(πn
t

)2
+ ω2 . (1.61)

We emphasize that (1.58) is not the usual Fourier series on an interval of length
t. Such an expansion could be used in the form

ξ(s) =

√
2
t

∞∑
n=1

[
an

(
cos
(
2πn

s

t

)
− 1
)

+ bn sin
(
2πn

s

t

)]
(1.62)

which ensures that the fluctuations vanish at the boundaries. We invite the
reader to redo the following calculation with the expansion (1.62) replacing
(1.58). While at the end the same propagator should be found, it will become
clear why the expansion in terms of eigenfunctions satisfying (1.59) is preferable.

The integration over the fluctuations now becomes an integration over the
expansion coefficients an. Inserting the expansion (1.58) into the action one finds

S(2) = −m
2

∞∑
n=1

λna
2
n =

m

2

∞∑
n=1

((πn
t

)2
− ω2

)
a2
n . (1.63)

As this result shows, the classical action is only an extremum of the action but
not necessarily a minimum although this is the case for short time intervals
t < π/ω. The existence of conjugate points at times Tn = nπ/ω mentioned
above manifests itself here as vanishing of the eigenvalue λn. Then the action is
independent of an which implies that for a time interval Tn all paths xcl + anξn
with arbitrary coefficient an are solutions of the classical equation of motion.

After expansion of the fluctuations in terms of the eigenfunctions (1.60), the
propagator takes the form

K(xf , t, xi, 0) ∼ exp
(

i
�
Scl

)∫ ( ∞∏
n=1

dan

)
exp

(
− i

�

m

2

∞∑
n=1

λna
2
n

)
. (1.64)
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In principle, we need to know the Jacobi determinant of the transformation from
the path integral to the integral over the Fourier coefficients. However, since this
Jacobi determinant is independent of the oscillator frequency ω, we may also
compare with the free particle. Evaluating the Gaussian fluctuation integrals,
we find for the ratio between the prefactors of the propagators Kω and K0 of
the harmonic oscillator and the free particle, respectively,

Kω exp[−(i/�)Scl,ω]
K0 exp[−(i/�)Scl,0]

=

√
D0

D
. (1.65)

Here, we have introduced the fluctuation determinants for the harmonic oscilla-
tor

D = det
(

d2

ds2
+ ω2

)
=

∞∏
n=1

λn (1.66)

and the free particle

D0 = det
(

d2

ds2

)
=

∞∏
n=1

λ0
n . (1.67)

The eigenvalues for the free particle

λ0
n = −

(πn
t

)2
(1.68)

are obtained from the eigenvalues (1.61) of the harmonic oscillator simply by
setting the frequency ω equal to zero. With the prefactor of the propagator of
the free particle

K0 exp
(
− i

�
Scl,0

)
=
√

m

2πi�t
(1.69)

and (1.65), the propagator of the harmonic oscillator becomes

K(xf , t, xi, 0) =
√

m

2πi�t

√
D0

D
exp
(

i
�
Scl

)
. (1.70)

For readers unfamiliar with the concept of determinants of differential opera-
tors we mention that we may define matrix elements of an operator by projection
onto a basis as is familiar from standard quantum mechanics. The operator rep-
resented in its eigenbasis yields a diagonal matrix with the eigenvalues on the
diagonal. Then, as for finite dimensional matrices, the determinant is the product
of these eigenvalues.

Each of the determinants (1.66) and (1.67) by itself diverges. However, we
are interested in the ratio between them which is well-defined [12]

D

D0
=

∞∏
n=1

(
1−
(
ωt

πn

)2
)

=
sin(ωt)
ωt

. (1.71)
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Inserting this result into (1.70) leads to the propagator of the driven harmonic
oscillator in its final form

K(xf , t, xi, 0) =
√

mω

2πi� sin(ωt)
exp
[

i
�
Scl

]

=
√

mω

2π�| sin(ωt)| exp
[

i
�
Scl − i

(π
4

+ n
π

2

)] (1.72)

with the classical action defined in (1.56). The Morse index n in the phase factor
is given by the integer part of ωt/π. This phase accounts for the changes in sign of
the sine function [13]. Here, one might argue that it is not obvious which sign of
the square root one has to take. However, the semigroup property (1.9) allows to
construct propagators across conjugate points by joining propagators for shorter
time intervals. In this way, the sign may be determined unambiguously [14].

It is interesting to note that the phase factor exp(−inπ/2) in (1.72) implies
that K(xf , 2π/ω, xi, 0) = −K(xf , 0, xi, 0) = −δ(xf − xi), i.e. the wave function
after one period of oscillation differs from the original wave function by a factor
−1. The oscillator thus returns to its original state only after two periods very
much like a spin-1/2 particle which picks up a sign under rotation by 2π and
returns to its original state only after a 4π-rotation. This effect might be observed
in the case of the harmonic oscillator by letting interfere the wave functions of
two oscillators with different frequency [15].

1.2.8 Semiclassical Approximation

The systems considered so far have been special in the sense that an exact
expression for the propagator could be obtained. This is a consequence of the
fact that the potential was at most quadratic in the coordinate. Unfortunately,
in most cases of interest the potential is more complicated and apart from a few
exceptions an exact evaluation of the path integral turns out to be impossible.
To cope with such situations, approximation schemes have been devised. In the
following, we will restrict ourselves to the most important approximation which
is valid whenever the quantum fluctuations are small or, equivalently, when the
actions involved are large compared to Planck’s constant so that the latter may
be considered to be small.

The decomposition of a general path into the classical path and fluctuations
around it as employed in (1.48) in the previous section was merely a matter
of convenience. For the exactly solvable case of a driven harmonic oscillator it
is not really relevant how we express a general path satisfying the boundary
conditions. Within the semiclassical approximation, however, it is decisive to
expand around the path leading to the dominant contribution, i.e. the classical
path. From a more mathematical point of view, we have to evaluate a path
integral over exp(iS/�) for small �. This can be done in a systematic way by the
method of stationary phase where the exponent has to be expanded around the
extrema of the action S.
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x/
√
α

Re
[
exp(iαx2)

]

−1 1

Fig. 1.8. In stationary phase approximation only a small region around the extremum
contributes to the integral. For the example shown here, the extremum lies at x = 0

At this point it may be useful to give a brief reminder of the method of
stationary phase. Suppose we want to evaluate the integral

I(α) =
∫ ∞

−∞
dxg(x) exp

(
iαf(x)

)
(1.73)

in the limit of very large α. Inspection of Fig. 1.8, where f(x) = x2, suggests that
the dominant contribution to the integral comes from a region, in our example
of size 1/

√
α, around the extremal (or stationary) point of the function f(x).

Outside of this region, the integrand is rapidly oscillating and therefore gives to
leading order a negligible contribution. Since for large α, the region determining
the integral is very small, we may expand the function f(x) locally around the
extremum x0

f(x) ≈ f(x0) +
1
2
f ′′(x0)(x− x0)2 + . . . (1.74)

and replace g(x) by g(x0). Neglecting higher order terms, which is allowed if
f ′′(x0) is of order one, we are left with the Gaussian integral

I(α) ≈ g(x0) exp
(
iαf(x0)

) ∫ ∞

−∞
dx exp

(
i
2
f ′′(x0)(x− x0)2

)

=

√
2π

|f ′′(x0)|g(x0) exp
[
iαf(x0) + i

π

4
sgn
(
f ′′(x0)

)]
,

(1.75)

where sgn(f ′′(x0)) denotes the sign of f ′′(x0). If f(x) possesses more than one
extremum, one has to sum over the contributions of all extrema unless one
extremum can be shown to be dominant.

We now apply the stationary phase approximation to path integrals where
1/� plays the role of the large parameter. Since the action is stationary at clas-
sical paths, we are obliged to express the general path as

x(s) = xcl(s) + ξ(s) , (1.76)

where xcl is the classical path (or one of several possible paths) satisfying the
boundary conditions and ξ represents the fluctuations around the classical path.
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With this decomposition the action becomes

S =
∫ t

0
ds
(m

2
ẋ2 − V (x)

)

=
∫ t

0
ds
(m

2
ẋ2

cl − V (xcl)
)

+
∫ t

0
ds
(
mẋclξ̇ − V ′(xcl)ξ

)

+
∫ t

0
ds
(
m

2
ξ̇2 − 1

2
V ′′(xcl)ξ2

)
+ . . .

(1.77)

It is instructive to compare this result with the action (1.50) for the driven
harmonic oscillator. Again, the first term represents the classical action. The
second term vanishes as was shown explicitly in (1.51) for the driven oscillator.
In the general case, one can convince oneself by partial integration of the kinetic
part and comparison with the classical equation of motion that this term vanishes
again. This is of course a consequence of the fact that the classical path, around
which we expand, corresponds to an extremum of the action. The third term
on the right-hand-side of (1.77) is the leading order term in the fluctuations
as was the case in (1.50). There is however an important difference since for
anharmonic potentials the second derivative of the potential V ′′ is not constant
and therefore the contribution of the fluctuations depends on the classical path.
Finally, in general there will be higher order terms in the fluctuations as indicated
by the dots in (1.77). The semiclassical approximation consists in neglecting
these higher order terms so that after a partial integration, we get for the action

Ssc = Scl − 1
2

∫ t

0
ds ξ
(
m

d2

ds2
+ V ′′(xcl)

)
ξ (1.78)

where the index ‘sc’ indicates the semiclassical approximation.
Before deriving the propagator in semiclassical approximation, we have to

discuss the regime of validity of this approximation. Since the first term in (1.78)
gives only rise to a global phase factor, it is the second term which determines the
magnitude of the quantum fluctuations. For this term to contribute, we should
have ξ2/� � 1 so that the magnitude of typical fluctuations is at most of order√

�. The term of third order in the fluctuations is already smaller than the second
order term by a factor (

√
�)3/� =

√
�. If Planck’s constant can be considered

to be small, we may indeed neglect the fluctuation contributions of higher than
second order except for one exception: It may happen that the second order term
does not contribute, as has been the case at the conjugate points for the driven
harmonic oscillator in Sect. 1.2.7. Then, the leading nonvanishing contribution
becomes dominant. For the following discussion, we will not consider this latter
case.

In analogy to Sect. 1.2.7 we obtain for the propagator in semiclassical ap-
proximation

K(xf , t, xi, 0) =
√

m

2πi�t

√
D0

D
exp
(

i
�
Scl

)
(1.79)
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where

D = det
(

d2

ds2
+ V ′′(xcl)

)
(1.80)

and D0 is the fluctuation determinant (1.67) of the free particle.
Even though it may seem that determining the prefactor is a formidable task

since the fluctuation determinant for a given potential has to be evaluated, this
task can be greatly simplified. In addition, the following considerations offer the
benefit of providing a physical interpretation of the prefactor. In our evaluation
of the prefactor we follow Marinov [16]. The main idea is to make use of the
semigroup property (1.9) of the propagator

C(xf , t, xi, 0) exp
[

i
�
Scl(xf , t, xi, 0)

]
(1.81)

=
∫

dx′C(xf , t, x
′, t′)C(x′, t′, xi, 0) exp

[
i
�

[
Scl(xf , t, x

′, t′) + Scl(x′, t′, xi, 0)
]]

where the prefactor C depends on the fluctuation contribution. We now have
to evaluate the x′-integral within the semiclassical approximation. According to
the stationary phase requirement discussed above, the dominant contribution to
the integral comes from x′ = x0(xf , xi, t, t

′) satisfying

∂Scl(xf , t, x
′, t′)

∂x′

∣∣∣∣
x′=x0

+
∂Scl(x′, t′, xi, 0)

∂x′

∣∣∣∣
x′=x0

= 0 . (1.82)

According to classical mechanics these derivatives are related to initial and final
momentum by [17](

∂Scl

∂xi

)
xf ,tf ,ti

= −pi

(
∂Scl

∂xf

)
xi,tf ,ti

= pf (1.83)

so that (1.82) can expressed as

p(t′ − ε) = p(t′ + ε) . (1.84)

The point x0 thus has to be chosen such that the two partial classical paths
can be joined with a continuous momentum. Together they therefore yield the
complete classical path and in particular

Scl(xf , t, xi, 0) = Scl(xf , t, x0, t
′) + Scl(x0, t

′, xi, 0) . (1.85)

This relation ensures that the phase factors depending on the classical actions
on both sides of (1.81) are equal.

After having identified the stationary path, we have to evaluate the integral
over x′ in (1.81). Within semiclassical approximation this Gaussian integral leads
to

C(xf , t, xi, 0)
C(xf , t, x0, t′)C(x0, t′, xi, 0)

(1.86)

=
(

1
2πi�

∂2

∂x2
0

[
Scl(xf , t, x0, t

′) + Scl(x0, t
′, xi, 0)

])−1/2

.
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In order to make progress, it is useful to take the derivative of (1.85) with respect
to xf and xi. Keeping in mind that x0 depends on these two variables one finds

∂2Scl(xf , t, xi, 0)
∂xf∂xi

=
∂2Scl(xf , t, x0, t

′)
∂xf∂x0

∂x0

∂xi
+
∂2Scl(x0, t

′, xi, 0)
∂xi∂x0

∂x0

∂xf

+
∂2

∂x2
0

[
Scl(xf , t, x0, t

′) + Scl(x0, t
′, xi, t)

]∂x0

∂xi

∂x0

∂xf
.

(1.87)

Similarly, one finds by taking derivatives of the stationary phase condition (1.82)

∂x0

∂xf
= −

∂2

∂xfx0
Scl(xf , t, x0, t

′)

∂2

∂x2
0

[
Scl(xf , t, x0, t′) + Scl(x0, t′, xi, 0)

] (1.88)

and

∂x0

∂xi
= −

∂2

∂xix0
Scl(x0, t

′, xi, 0)

∂2

∂x2
0

[
Scl(xf , t, x0, t′) + Scl(x0, t′, xi, 0)

] . (1.89)

These expressions allow to eliminate the partial derivatives of x0 with respect
to xi and xf appearing in (1.87) and one finally obtains

(
∂2

∂x2
0

[
Scl(xf , t, x0, t

′) + Scl(x0, t
′, xi, 0)

])−1

(1.90)

= −
∂2

∂xi∂xf
Scl(xf , t, xi, 0)

∂2Scl(xf , t, x0, t
′)

∂xf∂x0

∂2Scl(x0, t
′, xi, 0)

∂xi∂x0

.

Inserting this result into (1.86), the prefactor can be identified as the so-called
van Vleck–Pauli–Morette determinant [18,19,20]

C(xf , t, xi, 0) =
[

1
2πi�

(
−∂

2Scl(xf , t, xi, 0)
∂xf∂xi

)]1/2
(1.91)

so that the propagator in semiclassical approximation finally reads

K(xf , t, xi, 0) (1.92)

=
(

1
2π�

∣∣∣∣−∂
2Scl(xf , t, xi, 0)

∂xf∂xi

∣∣∣∣
)1/2

exp
[

i
�
Scl(xf , t, xi, 0)− i

(π
4

+ n
π

2

)]

where the Morse index n denotes the number of sign changes of ∂2Scl/∂xf∂xi
[13]. We had encountered such a phase factor before in the propagator (1.72) of
the harmonic oscillator.
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As we have already mentioned above, derivatives of the action with respect
to position are related to momenta. This allows to give a physical interpretation
of the prefactor of the propagator as the change of the end point of the path as
a function of the initial momentum

(
− ∂2Scl

∂xi∂xf

)−1

=
∂xf

∂pi
. (1.93)

A zero of this expression, or equivalently a divergence of the prefactor of the
propagator, indicates a conjugate point where the end point does not depend on
the initial momentum.

To close this section, we compare the semiclassical result (1.92) with exact
results for the free particle and the harmonic oscillator. In our discussion of the
free particle in Sect. 1.2.3 we already mentioned that the propagator can be
expressed entirely in terms of classical quantities. Indeed, the expression (1.19)
for the propagator of the free particle agrees with (1.92).

For the harmonic oscillator, we know from Sect. 1.2.7 that the prefactor does
not depend on a possibly present external force. We may therefore consider the
action (1.56) in the absence of driving f(s) = 0 which then reads

Scl =
mω

2 sin(ωt)
[(
x2

i + x2
f
)
cos(ωt)− 2xixf

]
. (1.94)

Taking the derivative with respect to xi and xf one finds for the prefactor

C(xf , t, xi, 0) =
(

mω

2πi� sin(ωt)

)1/2

(1.95)

which is identical with the prefactor in our previous result (1.72). As expected,
for potentials at most quadratic in the coordinate the semiclassical propagator
agrees with the exact expression.

1.2.9 Imaginary Time Path Integral

In the discussion of dissipative systems we will be dealing with a system cou-
pled to a large number of environmental degrees of freedom. In most cases, the
environment will act like a large heat bath characterized by a temperature T .
The state of the environment will therefore be given by an equilibrium density
matrix. Occasionally, we may also be interested in the equilibrium density ma-
trix of the system itself. Such a state may be reached after equilibration due to
weak coupling with a heat bath.

In order to describe such thermal equilibrium states and the dynamics of
the system on a unique footing, it is desirable to express equilibrium density
matrices in terms of path integrals. This is indeed possible as one recognizes by
writing the equilibrium density operator in position representation

ρβ(x, x′) =
1
Z 〈x| exp(−βH)|x′〉 (1.96)
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with the partition function

Z =
∫

dx〈x| exp(−βH)|x〉 . (1.97)

Comparing with the propagator in position representation

K(x, t, x′, 0) = 〈x| exp
(
− i

�
Ht

)
|x′〉 (1.98)

one concludes that apart from the partition function the equilibrium density
matrix is equivalent to a propagator in imaginary time t = −i�β.

After the substitution σ = is the action in imaginary time −i�β reads

∫ −i�β

0
ds

[
m

2

(
dx
ds

)2

− V (x)

]
= i
∫

�β

0
dσ

[
m

2

(
dx
dσ

)2

+ V (x)

]
. (1.99)

Here and in the following, we use greek letters to indicate imaginary times.
Motivated by the right-hand side of (1.99) we define the so-called Euclidean
action

SE[x] =
∫

�β

0
dσ
[m

2
ẋ2 + V (x)

]
. (1.100)

Even though one might fear a lack of intuition for motion in imaginary time,
this results shows that it can simply be thought of as motion in the inverted
potential in real time. With the Euclidean action (1.100) we now obtain as an
important result the path integral expression for the (unnormalized) equilibrium
density matrix

〈x| exp(−βH)|x′〉 =
∫ x̄(�β)=x

x̄(0)=x′
Dx̄ exp

(
−1

�
SE[x̄]

)
. (1.101)

This kind of functional integral was discussed as early as 1923 by Wiener [21] in
the context of classical Brownian motion.

As an example we consider the (undriven) harmonic oscillator. There is ac-
tually no need to evaluate a path integral since we know already from Sect. 1.2.7
the propagator

K(xf , t, xi, 0) (1.102)

=
√

mω

2πi� sin(ωt)
exp
[
−i
mω

2�

(x2
i + x2

f ) cos(ωt)− 2xixf

sin(ωt)

]
.

Transforming the propagator into imaginary time t → −i�β and renaming xi
and xf into x′ and x, respectively, one obtains the equilibrium density matrix

ρβ(x, x′) (1.103)

=
1
Z
√

mω

2π� sinh(�βω)
exp
[
−mω

2�

(x2 + x′2) cosh(�βω)− 2xx′

sinh(�βω)

]
.
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The partition function is obtained by performing the trace as

Z =
∫

dx〈x| exp(−βH)|x〉 =
1

2 sinh(�βω/2)
(1.104)

which agrees with the expression

Z =
∞∑
n=0

exp
[
−β�ω

(
n+

1
2

)]
(1.105)

based on the energy levels of the harmonic oscillator.
Since the partition function often serves as a starting point for the calculation

of thermodynamic properties, it is instructive to take a closer at how this quan-
tity may be obtained within the path integral formalism. A possible approach
is the one we just have sketched. By means of an imaginary time path integral
one first calculates 〈x| exp(−βH)|x〉 which is proportional to the probability to
find the system at position x. Subsequent integration over coordinate space then
yields the partition function.

However, the partition function may also be determined in one step. To this
end, we expand around the periodic trajectory with extremal Euclidean action
which in our case is given by x(σ) = 0. Any deviation will increase both the
kinetic and potential energy and thus increase the Euclidean action. All other
trajectories contributing to the partition function are generated by a Fourier
series on the imaginary time interval from 0 to �β

x(σ) =
1√
�β

[
a0 +

√
2

∞∑
n=1

(
an cos(νnσ) + bn sin(νnσ)

)]
(1.106)

where we have introduced the so-called Matsubara frequencies

νn =
2π
�β
n . (1.107)

This ansatz should be compared with (1.62) for the fluctuations where a0 was
fixed because the fluctuations had to vanish at the boundaries. For the partition
function this requirement is dropped since we have to integrate over all periodic
trajectories. Furthermore, we note that indeed with the ansatz (1.106) only the
periodic trajectories contribute. All other paths cost an infinite amount of action
due to the jump at the boundary as we will see shortly.

Inserting the Fourier expansion (1.106) into the Euclidean action of the har-
monic oscillator

SE =
∫

�β

0
dσ
m

2
(
ẋ2 + ω2x2) (1.108)

we find

SE =
m

2

[
ω2a2

0 +
∞∑
n=1

(ν2
n + ω2)(a2

n + b2n)

]
. (1.109)
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As in Sect. 1.2.7 we do not want to go into the mathematical details of integration
measures and Jacobi determinants. Unfortunately, the free particle cannot serve
as a reference here because its partition function does not exist. We therefore
content ourselves with remarking that because of

1
ω

∞∏
n=1

1
ν2
n + ω2 =

�β∑∞
n=1 ν

2
n

1
2 sinh(�βω/2)

(1.110)

the result of the Gaussian integral over the Fourier coefficients yields the parti-
tion function up to a frequency independent factor. This enables us to determine
the partition function in more complicated cases by proceeding as above and us-
ing the partition function of the harmonic oscillator as a reference.

Returning to the density matrix of the harmonic oscillator we finally obtain
by inserting the partition function (1.104) into the expression (1.103) for the
density matrix

ρβ(x, x′) =

√
mω

π�

cosh(�βω)− 1
sinh(�βω)

(1.111)

× exp
[
−mω

2�

(x2 + x′2) cosh(�βω)− 2xx′

sinh(�βω)

]
.

Without path integrals, this result would require the evaluation of sums over
Hermite polynomials.

The expression for the density matrix (1.111) can be verified in the limits of
high and zero temperature. In the classical limit of very high temperatures, the
probability distribution in real space is given by

P (x) = ρβ(x, x) =

√
βmω2

2π
exp
(
−βmω

2

2
x2
)
∼ exp[−βV (x)] . (1.112)

We thus have obtained the Boltzmann distribution which depends only on the
potential energy. The fact that the kinetic energy does not play a role can easily
be understood in terms of the path integral formalism. Excursions in a very short
time �β cost too much action and are therefore strongly suppressed.

In the opposite limit of zero temperature the density matrix factorizes into
a product of ground state wave functions of the harmonic oscillator

lim
β→∞

ρβ(x, x′) =
[(mω

π�

)1/4
exp
(
−mω

2�
x2
)] [(mω

π�

)1/4
exp
(
−mω

2�
x′2
)]

(1.113)
as should be expected.

1.3 Dissipative Systems



1 Path Integrals and Quantum Dissipation 27

1.3.1 Introduction

In classical mechanics dissipation can often be adequately described by including
a velocity dependent damping term into the equation of motion. Such a phe-
nomenological approach is no longer possible in quantum mechanics where the
Hamilton formalism implies energy conservation for time-independent Hamilto-
nians. Then, a better understanding of the situation is necessary in order to
arrive at an appropriate physical model.

A damped pendulum may help us to understand the mechanism of dissipa-
tion. The degree of freedom of interest, the elongation of the pendulum, under-
goes a damped motion because it interacts with other degrees of freedom, the
molecules in the air surrounding the pendulum’s mass. We may consider the
pendulum and the air molecules as one large system which, if assumed to be
isolated from further degrees of freedom, obeys energy conservation. The energy
of the pendulum alone, however, will in general not be conserved. This single
degree of freedom is therefore subject to dissipation arising from the coupling to
other degrees of freedom.

This insight will allow us in the following section to introduce a model for a
system coupled to an environment and to demonstrate explicitly its dissipative
nature. In particular, we will introduce the quantities needed for a description
which focuses on the system degree of freedom. We are then in a position to
return to the path integral formalism and to demonstrate how it may be em-
ployed to study dissipative systems. Starting from the model of system and
environment, the latter will be eliminated to obtain a reduced description for
the system alone. This leaves us with an effective action which forms the basis
of the path integral description of dissipation.

1.3.2 Environment as a Collection of Harmonic Oscillators

A suitable model for dissipative quantum systems should both incorporate the
idea of a coupling between system and environment and be amenable to an
analytic treatment of the environmental coupling. These requirements are met
by a model which nowadays is often referred to as Caldeira–Leggett model [22,23]
even though it has been discussed in the literature under various names before for
harmonic systems [24,25,26,27] and anharmonic systems [28]. The Hamiltonian

H = HS +HB +HSB (1.114)

consists of three contributions. The Hamiltonian of the system degree of freedom

HS =
p2

2m
+ V (q) (1.115)

models a particle of mass m moving in a potential V . Here, we denote the
coordinate by q to facilitate the distinction from the environmental coordinates
xn which we will introduce in a moment. Of course, the system degree of freedom
does not have to be associated with a real particle but may be quite abstract. In
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fact, a substantial part of the calculations to be discussed in the following does
not depend on the detailed form of the system Hamiltonian.

The Hamiltonian of the environmental degrees of freedom

HB =
N∑
n=1

(
p2
n

2mn
+
mn

2
ω2
nx

2
n

)
(1.116)

describes a collection of harmonic oscillators. While the properties of the envi-
ronment may in some cases be chosen on the basis of a microscopic model, this
does not have to be the case. Often, a phenomenological approach is sufficient as
we will see below. As an example we mention an Ohmic resistor which as a linear
electric element should be well described by a Hamiltonian of the form (1.116).
On the other hand, the underlying mechanism leading to dissipation, e.g. in a
resistor, may be much more complicated than that implied by the model of a
collection of harmonic oscillators.

The coupling defined by the Hamiltonian

HSB = −q
N∑
n=1

cnxn + q2
N∑
n=1

c2n
2mnω2

n

(1.117)

is bilinear in the position operators of system and environment. There are cases
where the bilinear coupling is realistic, e.g. for an environment consisting of a
linear electric circuit like the resistor just mentioned or for a dipolar coupling
to electromagnetic field modes encountered in quantum optics. Within a more
general scope, this Hamiltonian may be viewed as linearization of a nonlinear
coupling in the limit of weak coupling to the environmental degrees of freedom.
As was first pointed out by Caldeira and Leggett, an infinite number of degrees
of freedom still allows for strong damping even if each environmental oscillator
couples only weakly to the system [22,23].

An environment consisting of harmonic oscillators as in (1.116) might be
criticized. If the potential V (q) is harmonic, one may pass to normal coordinates
and thus demonstrate that after some time a revival of the initial state will occur.
For sufficiently many environmental oscillators, however, this so-called Poincaré
recurrence time tends to infinity [29]. Therefore, even with a linear environment
irreversibility becomes possible at least for all practical purposes.

The reader may have noticed that in the coupling Hamiltonian (1.117) a term
is present which only contains an operator acting in the system Hilbert space
but depends on the coupling constants cn. The physical reason for the inclusion
of this term lies in a potential renormalization introduced by the first term in
(1.117). This becomes clear if we consider the minimum of the Hamiltonian with
respect to the system and environment coordinates. From the requirement

∂H

∂xn
= mnω

2
nxn − cnq != 0 (1.118)

we obtain
xn =

cn
mnω2

n

q . (1.119)
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Using this result to determine the minimum of the Hamiltonian with respect to
the system coordinate we find

∂H

∂q
=
∂V

∂q
−

N∑
n=1

cnxn + q

N∑
n=1

c2n
mnω2

n

=
∂V

∂q
. (1.120)

The second term in (1.117) thus ensures that this minimum is determined by
the bare potential V (q).

After having specified the model, we now want to derive an effective de-
scription of the system alone. It was first shown by Magalinskĭı [24] that the
elimination of the environmental degrees of freedom leads indeed to a damped
equation of motion for the system coordinate. We perform the elimination within
the Heisenberg picture where the evolution of an operator A is determined by

dA
dt

=
i
�
[H,A] . (1.121)

From the Hamiltonian (1.114) we obtain the equations of motion for the envi-
ronmental degrees of freedom

ṗn = −mnω
2
nxn + cnq

ẋn =
pn
mn

(1.122)

and the system degree of freedom

ṗ = −∂V
∂q

+
N∑
n=1

cnxn − q
N∑
n=1

c2n
mnω2

n

ẋ =
p

m
.

(1.123)

The trick for solving the environmental equations of motion (1.122) consists
in treating the system coordinate q(t) as if it were a given function of time. The
inhomogeneous differential equation then has the solution

xn(t) = xn(0) cos(ωnt) +
pn(0)
mnωn

sin(ωnt) +
cn

mnωn

∫ t

0
ds sin

(
ωn(t− s)

)
q(s) .

(1.124)
Inserting this result into (1.123) one finds an effective equation of motion for the
system coordinate

mq̈ −
∫ t

0
ds

N∑
n=1

c2n
mnωn

sin
(
ωn(t− s)

)
q(s) +

∂V

∂q
+ q

N∑
n=1

c2n
mnω2

n

(1.125)

=
N∑
n=1

cn

[
xn(0) cos(ωnt) +

pn(0)
mnωn

sin(ωnt)
]
.
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By a partial integration of the second term on the left-hand side this equation
of motion can be cast into its final form

mq̈ +m

∫ t

0
dsγ(t− s)q̇(s) +

∂V

∂q
= ξ(t) (1.126)

with the damping kernel

γ(t) =
1
m

N∑
n=1

c2n
mnω2

n

cos(ωnt) (1.127)

and the operator-valued fluctuating force

ξ(t) =
N∑
n=1

cn

[(
xn(0)− cn

mnω2
n

q(0)
)

cos(ωnt) +
pn(0)
mnωn

sin(ωnt)
]
. (1.128)

The fluctuating force vanishes if averaged over a thermal density matrix of
the environment including the coupling to the system

〈ξ(t)〉B+SB =
TrB
[
ξ(t) exp

(−β(HB +HSB)
)]

TrB
[
exp
(−β(HB +HSB)

)] = 0 . (1.129)

For weak coupling, one may want to split off the transient term mγ(t)q(0) which
is of second order in the coupling and write the fluctuating force as [30]

ξ(t) = ζ(t)−mγ(t)q(0) . (1.130)

The so defined force ζ(t) vanishes if averaged over the environment alone

〈ζ(t)〉B =
TrB
[
ζ(t) exp(−βHB)

]
TrB
[
exp(−βHB)

] = 0 . (1.131)

An important quantity to characterize the fluctuating force is the correla-
tion function which again can be evaluated for ξ with respect to HB +HSB or
equivalently for ζ with respect to HB alone. With (1.128) and (1.130) we get the
correlation function

〈ζ(t)ζ(0)〉B =
∑
n,l

cncl

〈(
xn(0) cos(ωnt) +

pn(0)
mnωi

sin(ωnt)
)
xl(0)

〉
B
. (1.132)

In thermal equilibrium the second moments are given by

〈xn(0)xl(0)〉B = δnl
�

2mnωn
coth

(
�βωn

2

)
(1.133)

〈pn(0)xl(0)〉B = − i�
2
δnl , (1.134)
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so that the noise correlation function finally becomes

〈ζ(t)ζ(0)〉B =
N∑
n=1

�c2n
2mnωn

[
coth

(
�βωn

2

)
cos(ωnt)− i sin(ωnt)

]
. (1.135)

The imaginary part appearing here is a consequence of the fact that the opera-
tors ζ(t) and ζ(0) in general do not commute. The correlation function (1.135)
appears as an integral kernel both in master equations as well as in the effective
action derived below (cf. (1.168) and (1.169)).

It is remarkable that within a reduced description for the system alone all
quantities characterizing the environment may be expressed in terms of the spec-
tral density of bath oscillators

J(ω) = π

N∑
n=1

c2n
2mnωn

δ(ω − ωn) . (1.136)

As an example, the damping kernel may be expressed in terms of this spectral
density as

γ(t) =
1
m

N∑
n=1

c2n
mnω2

n

cos(ωnt) =
2
m

∫ ∞

0

dω
π

J(ω)
ω

cos(ωt) . (1.137)

For practical calculations, it is therefore unnecessary to specify all parameters
mn, ωn and cn appearing in (1.116) and (1.117). It rather suffices to define the
spectral density J(ω).

The most frequently used spectral density

J(ω) = mγω (1.138)

is associated with the so-called Ohmic damping. This term is sometimes em-
ployed to indicate a proportionality to frequency merely at low frequencies in-
stead of over the whole frequency range. In fact, in any realistic situation the
spectral density will not increase like in (1.138) for arbitrarily high frequencies.
It is justified to use the term “Ohmic damping” even if (1.138) holds only be-
low a certain frequency provided this frequency is much higher than the typical
frequencies appearing in the system dynamics.

From (1.137) one finds the damping kernel for Ohmic damping

γ(t) = 2γδ(t) , (1.139)

which renders (1.126) memory-free. We thus recover the velocity proportional
damping term familiar from classical damped systems. It should be noted that
the factor of two in (1.139) disappears upon integration in (1.126) since (1.137)
implies that the delta function is symmetric around zero.

At this point, we want to briefly elucidate the origin of the term “Ohmic
damping”. Let us consider the electric circuit shown in Fig. 1.9 consisting of a
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R

L

C

Fig. 1.9. LC oscillator with Ohmic damping due to a resistor R

resistance R, a capacitance C and an inductance L. Summing up the voltages
around the loop, one obtains as equation of motion for the charge Q on the
capacitor

LQ̈+RQ̇+
Q

C
= 0 , (1.140)

which shows that an Ohmic resistor leads indeed to memoryless damping. These
considerations demonstrate that even without knowledge of the microscopic ori-
gin of dissipation in a resistor, we may employ the Ohmic spectral density (1.138)
to account for its dissipative nature.

The spectral density (1.138) for Ohmic damping unfortunately diverges at
high frequencies which, as already mentioned, cannot be the case in practice.
Even in theoretical considerations this feature of strict Ohmic damping may
lead to divergencies and a cutoff is needed for regularization. One possibility is
the Drude cutoff, where the spectral density

J(ω) = mγω
ω2

D

ω2 + ω2
D

(1.141)

above frequencies of the order of ωD is suppressed. The corresponding damping
kernel reads

γ(t) = γωD exp(−ωD|t|) . (1.142)

This leads to memory effects in (1.126) for short times t < ω−1
D . For the long-time

behaviour, however, only the Ohmic low frequency behaviour of the spectral den-
sity (1.141) is relevant. If a Drude cutoff is introduced for technical reasons, the
cutoff frequency ωD should be much larger than all other frequencies appearing
in the problem in order to avoid spurious effects.

The relation (1.136) between the spectral density and the “microscopic” pa-
rameters implies that one may set cn = mnω

2
n without loss of generality since

the frequencies ωn and the oscillator strengths c2n/2mnωn can still be freely
chosen. This special choice for the coupling constants has the advantage of a
translationally invariant coupling [31]

H = HS +
N∑
n=1

(
p2
n

2mn
+
mn

2
ω2
n(xn − q)2

)
. (1.143)
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Furthermore, we now can determine the total mass of environmental oscillators

N∑
n=1

mn =
2
π

∫ ∞

0
dω

J(ω)
ω3 . (1.144)

If the spectral density of bath oscillators at small frequencies takes the form
J(ω) ∼ ωα, the total mass of bath oscillators is infinite for α ≤ 2. In particular,
this includes the case of Ohmic damping where a free damped particle executes
a diffusive motion. In contrast, for α > 2, the total mass is finite. In this case,
the particle will behave for long times like it were free albeit possessing a renor-
malized mass due to the environmental coupling [32]. We emphasize that the
divergence of the total mass for α ≤ 2 is due to an infrared divergence and
therefore independent of a high-frequency cutoff.

It is also useful to express the potential renormalization introduced in (1.117)
in terms of the spectral density of bath oscillators. From (1.136) it is straight-
forward to obtain

q2
N∑
n=1

c2n
2mnω2

n

=
q2

π

∫ ∞

0
dω

J(ω)
ω

. (1.145)

This term is infinite for strictly Ohmic damping but becomes finite when a high-
frequency cutoff is introduced.

Finally, one finds for the noise correlation function (1.132)

K(t) = 〈ζ(t)ζ(0)〉B
= �

∫ ∞

0

dω
π
J(ω)

[
coth

(
�βω

2

)
cos(ωt)− i sin(ωt)

]
. (1.146)

In the classical limit, �→ 0, this correlation function reduces to the real-valued
expression

K(t) = mkBTγ(t) , (1.147)

where we have made use of (1.137). For Ohmic damping this implies delta cor-
related, i.e. white, noise.

In the quantum case, the noise correlation function is complex and can be
decomposed into its real and imaginary part

K(t) = K ′(t) + iK ′′(t) . (1.148)

Employing once more (1.137), one immediately finds that the imaginary part is
related to the time derivative of the damping kernel by

K ′′(t) =
m�

2
dγ
dt

. (1.149)

For Ohmic damping, the real part reads

K ′(t) = − πmγ
(�β)2

1

sinh2
(
πt

�β

) (1.150)



34 Gert-Ludwig Ingold

which implies that at zero temperature the noise is correlated even for long times.
The noise correlation then only decays algebraically like 1/t2 much in contrast
to the classical result (1.147).

1.3.3 Effective Action

In the previous section we had eliminated the environmental degrees of freedom
to obtain the effective equation of motion (1.126) for the system degree of free-
dom alone. This section will be devoted to a discussion of the corresponding
procedure within the path integral formalism.

We start to illustrate the basic idea by considering the time evolution of the
full density matrix of system and environment

W (qf , xnf , q
′
f , x

′
nf , t) =

∫
dqidq′

idxnidx′
niK(qf , xnf , t, qi, xni, 0) (1.151)

×W (qi, xni, q
′
i , x

′
ni, 0)K∗(q′

f , x
′
nf , t, q

′
i , x

′
ni, 0)

which is induced by the two propagators K. Here, the coordinates q and xn
refer again to the system and bath degrees of freedom, respectively. The envi-
ronment is assumed to be in thermal equilibrium described by the density matrix
WB
β while the system may be in a nonequilibrium state ρ. If we neglect initial

correlations between system and environment, i.e. if we switch on the coupling
after preparation of the initial state, the initial density matrix may be written
in factorized form

W (qi, xni, q
′
i , x

′
ni, 0) = ρ(qi, q′

i)W
B
β (xni, x

′
ni) . (1.152)

Since we are only interested in the dynamics of the system degree of freedom,
we trace out the environment. Then the time evolution may be expressed as

ρ(qf , q′
f , t) =

∫
dqidq′

iJ(qf , q′
f , t, qi, q

′
i , 0)ρ(qi, q′

i) (1.153)

with the propagating function

J(qf , q′
f , t, qi, q

′
i , 0) =

∫
dxnfdxnidx′

niK(qf , xnf , t, qi, xni, 0) (1.154)

×WB
β (xni, x

′
ni)K

∗(q′
f , xnf , t, q

′
i , x

′
ni, 0) .

Here, the trace has been performed by setting xnf = x′
nf and integrating over

these coordinates. The propagators may be expressed as real time path integrals
while the equilibrium density matrix of the bath is given by a path integral in
imaginary time. Performing the path integrals and the conventional integrals
appearing in (1.154) one finds a functional depending on the system path. The
important point is that this functional contains all information about the envi-
ronment required to determine the system dynamics.

For factorizing initial conditions, the propagating function J has been cal-
culated by Feynman and Vernon [33] on the basis of the Hamiltonian (1.114).



1 Path Integrals and Quantum Dissipation 35

More general initial conditions taking into account correlations between system
and environment may be considered as well [34].

Instead of deriving the propagating function we will demonstrate how to
trace the environment out of the equilibrium density matrix of system plus envi-
ronment. While this task is conceptually similar and leads to the same physical
insight, it is considerably less tedious.

We start from the imaginary time path integral representation of the full
equilibrium density matrix

Wβ(q, xn, q′, x′
n) =

1
Zβ

∫
Dq̄
(

N∏
n=1

Dx̄n
)

exp
(
−1

�
SE[q̄, x̄n]

)
(1.155)

where the paths run from q̄(0) = q′ and x̄n(0) = x′
n to q̄(�β) = q and x̄n(�β) =

xn. The Euclidean action corresponding to the model Hamiltonian (1.114) reads
in imaginary time

SE[q̄, x̄n] = SE
S [q̄] + SE

B [x̄n] + SE
SB[q̄, x̄n] (1.156)

with

SE
S [q̄] =

∫
�β

0
dτ
(m

2
˙̄q2 + V (q̄)

)
(1.157)

SE
B [x̄n] =

∫
�β

0
dτ

N∑
n=1

mn

2
(
˙̄x2
n + ω2

nx̄
2
n

)
(1.158)

SE
SB[q̄, x̄n] =

∫
�β

0
dτ

(
−q̄

N∑
n=1

cnx̄n + q̄2
N∑
n=1

c2n
2mnω2

n

)
. (1.159)

The reduced density matrix of the system is obtained by tracing over the
environmental degrees of freedom

ρβ(q, q′) = trB
(
Wβ(q, xn, q′, x′

n)
)

=
1
Zβ

∫
Dq̄
∫ N∏

n=1

dxn
∮ N∏

n=1

Dx̄n exp
(
−1

�
SE[q̄, x̄n]

) (1.160)

where the circle on the second functional integral sign indicates that one has to
integrate over closed paths x̄n(0) = x̄n(�β) = xn when performing the trace.
The dependence on the environmental coupling may be made explicit by writing

ρβ(q, q′) =
1
Z
∫
Dq̄ exp

(
−1

�
SE

S [q̄]
)
F [q̄] (1.161)

where the influence functional F [q̄] describes the influence of the environment
on the system. Here, the partition function Z should not be confused with the
partition function Zβ of system plus environment. The relation between the two
quantities will be discussed shortly.
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Since the bath oscillators are not coupled among each other, the influence
functional may be decomposed into factors corresponding to the individual bath
oscillators

F [q̄] =
N∏
n=1

1
ZnFn[q̄] (1.162)

where
Zn =

1
2 sinh (�βωn/2)

(1.163)

is the partition function of a single bath oscillator. The influence functional of a
bath oscillator can be expressed as

Fn[q̄] =
∫

dxn
∮
Dx̄n exp

(
−1

�
SE
n [q̄, x̄n]

)
(1.164)

with the action

SE
n [q̄, x̄n] =

∫
�β

0
dτ
mn

2

[
˙̄x2
n + ω2

n

(
x̄n − cn

mnω2
n

q̄

)2
]
. (1.165)

The partition function Z of the damped system is related to the full partition
function Zβ by the partition function of the environmental oscillators ZB =∏N
n=1Zn according to Z = Zβ/ZB. In the limit of vanishing coupling, cn = 0,

the influence functional becomes F [q̄] = 1 so that (1.161) reduces to the path
integral representation of the density matrix of an isolated system as it should.

Apart from the potential renormalization term proportional to q̄2, the action
(1.165) describes a driven harmonic oscillator. We may therefore make use of
our results from Sect. 1.2.7. After analytic continuation t→ −i�β in (1.56) and
setting xi = xf = xn one finds for the classical Euclidean action

SE,cl
n [q̄] = mnωn

cosh(�βωn)− 1
sinh(�βωn)

x2
n

− cn
∫

�β

0
dτ

sinh(ωnτ) + sinh(ωn(�β − τ))
sinh(�βωn)

xnq̄(τ)

− c2n
mnωn

∫
�β

0
dτ
∫ τ

0
dσ

sinh(ωn(�β − τ)) sinh(ωnσ)
sinh(�βωn)

q̄(τ)q̄(σ)

+
c2n

2mnω2
n

∫
�β

0
dτ q̄2(τ) . (1.166)

In view of the required integration over xn one completes the square

SE,cl
n [q̄] = mnωn

cosh(�βωn)− 1
sinh(�βωn)

(xn − x(0)
n )2 −

∫
�β

0
dτ
∫ τ

0
dσKn(τ − σ)q̄(τ)q̄(σ)

+
c2n

2mnω2
n

∫
�β

0
dτ q̄2(τ) (1.167)
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where x(0)
n does not need to be specified since it drops out after integration.

The integral kernel appearing in (1.167) follows from (1.166) as

Kn(τ) =
c2n

2mnωn

cosh
(
ωn
(�β

2
− τ)

)

sinh
(

�βωn
2

) = Kn(�β − τ) (1.168)

and therefore can be identified as the noise correlation function (1.135) in imag-
inary time

Kn(τ) =
1
�
〈ζn(−iτ)ζn(0)〉B . (1.169)

The term in (1.167) containing this kernel is quite unusual for an action. The
double integral describes a nonlocal contribution where the system trajectory
interacts with itself. This self-interaction is mediated by the environment as can
be seen from the factor c2n in (1.168).

The integral kernel Kn(τ) is only needed in an interval of length �β. Periodic
continuation outside of this interval therefore allows us to expand the kernel into
a Fourier series

Kn(τ) =
c2n

�βmnωn

∞∑
l=−∞

ωn
ω2
n + ν2

l

exp(iνlτ)

=
c2n

�βmnω2
n

∞∑
l=−∞

exp(iνlτ)− c2n
�βmnω2

n

∞∑
l=−∞

ν2
l

ω2
n + ν2

l

exp(iνlτ)

=
c2n

mnω2
n

∞∑
j=−∞

δ(τ − j�β)− kn(τ) , (1.170)

where the Matsubara frequencies νl have been defined in (1.107). In (1.170), we
split the kernel into two parts. The first term contains delta functions which lead
to a local contribution to the action. Noting that due to the region of integration
in (1.167) only half of the delta function contributes, this local term just cancels
the potential renormalization (1.145). We are therefore left with the nonlocal
kernel

kn(τ) =
c2n

�βmnω2
n

∞∑
l=−∞

ν2
l

ω2
n + ν2

l

exp(iνlτ) . (1.171)

It can be shown that this kernel no longer contains a local contribution by writing

∫
�β

0
dτ
∫ τ

0
dσkn(τ − σ)q̄(τ)q̄(σ) (1.172)

= −1
2

∫
�β

0
dτ
∫ τ

0
dσkn(τ − σ)

[(
q̄(τ)− q̄(σ)

)2 − (q̄(τ)2 + q̄(σ)2
)]

.
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The first term is manifestly nonlocal because it contains the difference q̄(τ)−q̄(σ).
Exploiting the symmetry of kn(τ), the second term can be expressed as

1
2

∫
�β

0
dτ
∫ τ

0
dσkn(τ − σ)

(
q̄(τ)2 + q̄(σ)2

)
=
∫

�β

0
dτ q̄(τ)2

∫
�β

0
dσkn(σ) . (1.173)

Therefore, this term potentially could result in a local contribution. However,
the time integral over the interval from 0 to �β corresponds to the l = 0 Fourier
component which vanishes for kn(τ). As a consequence, the kernel kn(τ) indeed
gives rise to a purely nonlocal contribution to the action.

Now, we can carry out the Gaussian integral over xn appearing in the influ-
ence functional (1.164). With the action (1.167) we find

Fn[q̄] = Zn exp

(
− 1

2�

∫
�β

0
dτ
∫

�β

0
dσkn(τ − σ)q̄(τ)q̄(σ)

)
. (1.174)

The partition function Zn arises from the fluctuation contribution and may be
shown to be given by (1.163) for example by comparison with the uncoupled
case cn = 0.

With (1.162) we finally obtain the influence functional

F [q̄] = exp

(
− 1

2�

∫
�β

0
dτ
∫

�β

0
dσk(τ − σ)q̄(τ)q̄(σ)

)
(1.175)

with

k(τ) =
N∑
n=1

kn(τ) =
N∑
n=1

c2n
�βmnω2

n

∞∑
l=−∞

ν2
l

ω2
n + ν2

l

exp(iνlτ)

=
2

�β

∫ ∞

0

dω
π

J(ω)
ω

∞∑
l=−∞

ν2
l

ω2 + ν2
l

exp(iνlτ) (1.176)

where we have made use of the spectral density of bath oscillators (1.136) to
obtain the last line.

The kernel k(τ) may be related to the damping kernel γ(t) by observing that
the Laplace transform of the latter is given by

γ̂(z) =
∫ ∞

0
dt exp(−zt)γ(t) =

2
m

∫ ∞

0

dω
π

J(ω)
ω

∫ ∞

0
dt exp(−zt) cos(ωt)

=
2
m

∫ ∞

0

dω
π

J(ω)
ω

z

z2 + ω2 . (1.177)

In the first line we have employed the relation (1.137) between the damping
kernel and the spectral density of bath oscillators. In view of (1.176) and (1.177)
we can finally express the kernel as

k(τ) =
m

�β

∞∑
l=−∞

|νl|γ̂(|νl|) exp(iνlτ) . (1.178)
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For strictly Ohmic damping, this kernel is highly singular and we therefore in-
troduce a Drude cutoff. The Laplace transform of the corresponding damping
kernel is obtained from (1.142) as

γ̂(z) =
γωD

ωD + z
(1.179)

which reduces to γ̂(z) = γ for strictly Ohmic damping. Keeping the leading
terms in the cutoff frequency ωD, the kernel now reads

k(τ) = mγωD

∞∑
n=−∞

δ(τ − n�β)− πmγ

(�β)2
1

sin2
(
πτ

�β

) +O(ω−1
D ) . (1.180)

For low temperatures, this gives rise to a long range interaction between different
parts of the system trajectory. This reminds us of the algebraic decay of the real
part (1.150) of the noise correlation function K(t) and in fact it follows from our
previous discussion that up to the periodic delta function appearing in (1.180)
the kernel k(τ) equals −K(−iτ).

Summarizing this calculation we obtain the important result that the influ-
ence of the environment on the system may be taken into account by adding a
nonlocal contribution to the action. We then obtain the effective action

SE
eff [q̄] = SE

S [q̄] +
1
2

∫
�β

0
dτ
∫

�β

0
dσ k(τ − σ)q̄(τ)q̄(σ) (1.181)

with k(τ) given by (1.178). The elimination of the environment within the real
time path integral formalism, e.g. along the lines of the calculation by Feynman
and Vernon [33] mentioned at the beginning of this section, would have led to an
effective action of a structure similar to (1.181). An important difference consists
in the fact that the propagation of a density matrix involves two paths instead
of one. In addition, the integral kernel then of course appears in its real time
version.

1.4 Damped Harmonic Oscillator

1.4.1 Partition Function

In this final section we will apply the results of the previous sections to the
damped harmonic oscillator where exact results may be obtained analytically.
The Hamiltonian describing system and environment is given by (1.114)–(1.117)
with the potential

V (q) =
m

2
ω2

0q
2 . (1.182)

As we have seen in Sect. 1.3.2, there is no point in dealing with all the micro-
scopic parameters present in the Hamiltonians (1.116) and (1.117). Instead, it
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is sufficient to specify the spectral density of bath oscillators (1.136). In the fol-
lowing, we will mostly assume Ohmic damping, i.e. J(ω) = mγω, and introduce
a high-frequency cutoff of the Drude type (1.141) when necessary.

In the general discussion of dissipative quantum systems we have concen-
trated on imaginary time calculations and we will therefore try to take this
approach as a starting point of the following considerations. Probably the most
important quantity which can be obtained in imaginary time is the partition
function which in statistical mechanics can be viewed as a generating function
for expectation values. Based on our previous discussion of the partition function
of the undamped harmonic oscillator in Sect. 1.2.9 and the effective action in
imaginary time in Sect. 1.3.3, it is rather straightforward to obtain the partition
function of the damped harmonic oscillator.

According to (1.104) and (1.110) we can express the partition function of the
undamped harmonic oscillator as

Zu =
1

�βω0

∞∏
n=1

ν2
n

ν2
n + ω2

0
. (1.183)

We remind the reader that the denominator of the product stems from the
fluctuation determinant associated with the Euclidean action

SE[q] =
∫

�β

0
dτ
(m

2
q̇2 +

m

2
ω2

0q
2
)
. (1.184)

As we have seen in Sect. 1.3.3, the coupling to the environment leads to an
additional, nonlocal term to the action. Expanding the fluctuations in a Fourier
series as we did on p. 25 and making use of the Fourier decomposition (1.178) of
the integral kernel k(τ), we conclude that an additional term νnγ̂(νn) appears
in the fluctuation determinant. Modifying (1.183) accordingly, we find for the
partition function of the damped harmonic oscillator

Z =
1

�βω0

∞∏
n=1

ν2
n

ν2
n + νnγ̂(νn) + ω2

0
. (1.185)

For strictly Ohmic damping, we have γ̂(νn) = γ. Since infinite products over
terms of the form 1+a/n for large n do not converge, we are forced to introduce
a high-frequency cutoff in order to obtain a finite result. One possibility is the
Drude cutoff (1.142) with γ̂ given by (1.179).

In the following section we will try to extract some interesting information
from the partition function and in the process will get an idea of where the
difficulties for strictly Ohmic damping arise from.

1.4.2 Ground State Energy and Density of States

A thermodynamic quantity directly related to the partition function is the free
energy which can be obtained from the former by means of

F = − 1
β

ln(Z) . (1.186)
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In the limit of zero temperature, the free energy becomes the ground state energy
of the undamped oscillator shifted due to the coupling to the environment. For
the free energy, we find with (1.185)

F =
1
β

ln(�βω0) +
1
β

∞∑
n=1

ln
(

1 +
γ̂(νn)
νn

+
ω2

0

ν2
n

)
. (1.187)

In the limit β → ∞ the spacing between the Matsubara frequencies νn goes to
zero and the sum turns into the ground state energy of the damped oscillator
given by the integral

ε0 =
�

2π

∫ ∞

0
dν ln

(
1 +

γ̂(ν)
ν

+
ω2

0

ν2

)
. (1.188)

It is particularly interesting to consider the case of weak coupling where
connection can be made to results of perturbation theory. This will also help
to understand the physical meaning of a ground state energy of a dissipative
system derived from a free energy. An expansion of (1.188) including terms of
order γ yields

ε0 =
�

2π

∫ ∞

0
dν ln

(
1 +

ω2
0

ν2

)
+

�

2π

∫ ∞

0
dν

ν

ν2 + ω2
0
γ̂(ν) . (1.189)

Evaluation of the first integral yields the expected result �ω0/2, i.e. the ground
state energy of the undamped harmonic oscillator. The second integral repre-
sents the shift due to the coupling to the environmental oscillators and can be
expressed in terms of the spectral density of bath oscillators J(ω). Recalling
(1.177) one can perform the integral over ν and the ground state energy (1.189)
in the presence of damping becomes

ε0 =
�ω0

2
+

�

2πm

∫ ∞

0
dωJ(ω)

1
ω(ω0 + ω)

. (1.190)

In order to facilitate the physical interpretation, we rewrite this result as

ε0 =
�ω0

2
− �

2πmω0

∫ ∞

0
dωJ(ω)

(
1

ω0 + ω
− 1
ω

)
. (1.191)

The first term of order γ may be interpreted in analogy to the Lamb shift.
There, an atomic level is shifted by creation and subsequent annihilation of a vir-
tual photon as a consequence of the coupling to the electromagnetic vacuum. In
our case, the atomic level is replaced by the ground state of the harmonic oscilla-
tor and the environmental oscillators are completely equivalent to the modes of
the electromagnetic field. The pictorial representation of this process is shown in
Fig. 1.10. The coupling Hamiltonian (1.117) allows a transition from the ground
state into the first excited state |1〉 by excitation of the j-th environmental os-
cillator into its first excited state |1j〉.
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|1〉

|1j〉

Fig. 1.10. The ground state energy of the harmonic oscillator is shifted by a transition
to the first excited state accompanied by a virtual excitation of the j-th environmental
mode

The energy shift associated with the diagram depicted in Fig. 1.10 is given
by second order perturbation theory as

∆0 =
N∑
j=1

|〈1, 1j |cjqxj |0, 0〉|2
−�ω0 − �ωj

(1.192)

where the denominator is determined by the energy of the intermediate state
|1, 1j〉. With the matrix element

〈1, 1j |qxj |0, 0〉 =
�

2(mmjω0ωj)1/2
(1.193)

and the relation (1.136) for the spectral density of bath oscillators we get

∆0 = − �

2πmω0

∫ ∞

0
dωJ(ω)

1
ω0 + ω

(1.194)

which is just the first term of order γ in (1.191). As we know, the bilinear
coupling Hamiltonian appearing in (1.192) gives rise to a renormalization of the
potential which has been taken care of by the second term in the Hamiltonian
(1.117). The result (1.194) contains this potential renormalization since only the
bilinear coupling term has been considered. In (1.191), which results from the full
Hamiltonian, this effect is subtracted off by the second term under the integral
in (1.191) as can be verified by comparison with (1.145).

It is obvious that for strictly Ohmic damping with J(ω) = mγω the correction
(1.194) and with it the ground state energy (1.191) will display an ultraviolet
divergence which is due to the unphysical behaviour of the spectral density J(ω)
at large frequencies. Assuming a Drude cutoff we find with (1.141) to leading
order in the cutoff frequency ωD the finite result

∆0 = −�γωD

4ω0
+

�γ

2π
ln
(
ωD

ω0

)
+O(ω−1

D ) . (1.195)

The negative first term corresponds to the potential renormalization which is
no longer present in the ground state energy ε0. The second term, on the other
hand, is positive and thus leads to an increase of the ground state energy.
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Not only the ground state energy can be derived from the partition function
but one may also formally introduce a density of states ρ(E) of the damped
system according to [35]

Z(β) =
∫ ∞

0
dEρ(E) exp(−βE) . (1.196)

Inversion of the Laplace transformation allows to determine ρ(E) from the par-
tition function according to

ρ(E) =
1

2πi

∫ c+i∞

c−i∞
dβZ(β) exp(βE) (1.197)

where the constant c has to be chosen such that the line of integration is to the
right of all poles of Z(β).

Once a high-frequency cutoff for the spectral density of bath oscillators is
specified, the inverse Laplace transform in (1.197) may be evaluated either nu-
merically or by contour integration. The second approach leads to a series which
again has to be evaluated numerically [35]. However, it is not necessary to intro-
duce a cutoff provided we shift the energy by the ground state energy ε0 which
in fact is the only divergent quantity in this problem. Such a shift may be per-
formed by considering Z exp(βε0) instead of Z itself. To demonstrate that this
procedure renders the cutoff irrelevant, we will restrict ourselves to the limit of
weak damping and large cutoff considered before even though a more general
treatment is feasible.

In a first step we decompose the infinite product appearing in the partition
function (1.185) with Drude cutoff (1.179) into a factor where the limit ωD →∞
can safely be taken and a factor still containing the cutoff frequency

Z =
1

�βω0

∞∏
n=1

ν2
n + γνn

ν2
n + γνn + ω2

0

∞∏
n=1

1

1 +
γωD

νn(νn + ωD)

. (1.198)

It is the last product which has to be analyzed with care because it vanishes in
the limit ωD →∞. To leading order in γ one finds

ln

( ∞∏
n=1

1 +
γωD

νn(νn + ωD)

)
=

∞∑
n=1

γωD

νn(νn + ωD)

=
�βγ

2π
ψ

(
1 +

�βωD

2π

) (1.199)

where we have introduced the digamma function [36]

ψ(1 + z) = −C +
∞∑
n=1

z

n(n+ z)
. (1.200)

Here, C = 0.577 . . . is the Euler constant. With the leading asymptotic behaviour
ψ(1 + z) ∼ ln(z) for large arguments z, the partition function for large cutoff
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Fig. 1.11. The density of states (1.197) of the damped harmonic oscillator is shown
for γ/2ω0 = 0.05. A delta function contribution at E = ε0 has been omitted. The
dashed line marks the average density of states 1/�ω0

frequency becomes

Z =
1

�βω0

∞∏
n=1

ν2
n + γνn

ν2
n + γνn + ω2

0

(
�βωD

2π

)−�βγ/2π

. (1.201)

On the other hand, we know from our result (1.195) that the ground state energy
diverges to leading order with (�γ/2π) ln(ωD). Therefore, multiplication of the
partition function with exp(βε0) leads indeed to an expression with a finite value
in the limit of infinite cutoff frequency.

Before taking a look at numerical results, we remark that the partition func-
tion contains a pole at β = 0 with residue 1/�ω0. This pole represents the
Laplace transform of the constant 1/�ω0 and therefore is related to the average
density of states which takes the value of the undamped case where the energy
spacing between adjacent levels is �ω0. In Fig. 1.11 we present the density of
states for weak damping, γ/2ω0 = 0.05. A delta function contribution at E = ε0
has been omitted. Due to the weak damping we find well defined peaks which
are close to the energies expected for an undamped oscillator. With increasing
energy the levels become broader. For stronger damping, only the lowest levels
can be resolved and a level shift induced by the damping becomes visible.

The behaviour of the level widths shown in Fig. 1.11 is consistent with the
result of a perturbative treatment. According to Fermi’s golden rule, the width
of the n-th level is given by

Γn =
2π
�2

∞∑
j=1

[∣∣〈n+ 1, 1j |cjqxj |n, 0〉
∣∣2δ(−ω0 − ωj)

+
∣∣〈n− 1, 1j |cjqxj |n, 0〉

∣∣2δ(ω0 − ωj)
] (1.202)

where we have already taken into account that the matrix element of the dipole-
type coupling connects the state n only to its nearest neighbors. Because of
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energy conservation the first part of the sum never contributes. With the matrix
elements

〈n− 1, 1j |qxj |n, 0〉 =
�

2(mmjω0ωj)1/2
n1/2 (1.203)

we thus find for the width of the n-th level in terms of the spectral density of
bath oscillators

Γn =
n

mω0
J(ω0) . (1.204)

For Ohmic damping, J(ω) = mγω, we finally get

Γn = nγ . (1.205)

As observed before, the levels broaden with increasing damping strength γ and
level number n. We remark that one can demonstrate by a semiclassical analysis
of other one-dimensional potentials that it is indeed the level number and not
the energy which is decisive for the level width [37].

1.4.3 Position Autocorrelation Function

In the introduction we have mentioned fluctuations as one of the effects arising
from the coupling to an environment. Even if a system is in thermal equilib-
rium with its environment, fluctuations due to the noise term (1.128) will be
present. The appropriate quantity to describe this phenomenon are equilibrium
correlation functions like the position autocorrelation function

C(t) = 〈q(t)q(0)〉 = Tr(q(t)q(0)ρβ) . (1.206)

From this quantity one can derive all other equilibrium correlation functions of
the damped harmonic oscillator as is discussed in [38].

We now want to determine this correlation function by first calculating its
imaginary time version and start with the Euclidean action

SE[q] =
∫

�β

0
dτ
(m

2
q̇2 +

m

2
ω2

0q
2
)

+
1
2

∫
�β

0
dτ
∫

�β

0
dσk(τ − σ)q(τ)q(σ)

+
∫

�β

0
dτF (τ)q(τ) .

(1.207)

The second term accounts for the coupling to the environment as we have shown
in Sect. 1.3.3. In addition, we have included the third term corresponding to an
external force in imaginary time. This constitutes a useful trick which will allow
us to determine the correlation function by variation with respect to this force

〈q(τ)q(σ)〉 = �
2Tr
(

δ

δF (τ)
δ

δF (σ)
ρ

)∣∣∣∣
F=0

. (1.208)

As we know already from Sect. 1.2.7, the force does not appear in the fluctu-
ation part. It is therefore sufficient, to restrict our attention to the classical path.
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The classical equation of motion following from variation of the action (1.207)

mq̈(τ)−
∫

�β

0
dσk(τ − σ)q(σ)−mω2

0q(τ) = F (τ) (1.209)

is most conveniently solved by Fourier transformation on the interval from 0 to
�β. Introducing the Fourier transforms

q(τ) =
1

�β

∞∑
n=−∞

qn exp(iνnτ) (1.210)

and

F (τ) =
m

�β

∞∑
n=−∞

fn exp(iνnτ) (1.211)

and making use of the Fourier representation (1.178) of k(τ) for Ohmic damping,
we find for the Fourier coefficients of the classical solution

qcln = − fn
ν2
n + γ|νn|+ ω2

0
. (1.212)

Inserting this result into the Fourier representation of the action (1.207)

SE[q] =
m

2�β

∞∑
n=−∞

[
(ν2
n + γ|νn|+ ω2

0)qnq−n + fnq−n + f−nqn
]

(1.213)

yields the classical Euclidean action

SE
cl = − m

2�β

∞∑
n=−∞

fnf−n
ν2
n + γ|νn|+ ω2

0
(1.214)

or equivalently

SE
cl = − 1

2m�β

∞∑
n=−∞

1
ν2
n + γ|νn|+ ω2

0

×
∫

�β

0
dτ
∫

�β

0
dσF (τ)F (σ) exp

(
iνn(τ − σ)

)
.

(1.215)

Since the external force appears only through this action in the exponent of the
equilibrium density matrix, we may easily evaluate the functional derivatives
according to (1.208). For the position autocorrelation function in imaginary time
we thus find

C(τ) =
1
mβ

∞∑
n=−∞

exp(iνnτ)
ν2
n + γ|νn|+ ω2

0
. (1.216)

Unfortunately, the real time correlation function cannot be obtained simply by
replacing the imaginary time τ by it where t is a real time. For negative times t,
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the sum in (1.216) would not converge. We therefore have to perform an analytic
continuation to real times in a more elaborate way.

The idea is to express the sum (1.216) as a contour integral in the complex
frequency plane. To this end, we need a function with poles at frequencies ω =
iνn, n = −∞, . . . ,∞ with a residuum of one. This requirement is satisfied by
�β/[1 − exp(−�βω)]. By integration along the contour shown in Fig. 1.12a we
find ∫

C+
dω

�β

1− exp(−�βω)
exp(−ωτ)

−ω2 + iγω + ω2
0

= −i
π

ω2
0
− 2πi

∞∑
n=1

exp(iνnτ)
ν2
n + γνn + ω2

0
.

(1.217)

Similarly, an integration along the contour shown in Fig. 1.12b leads to
∫

C−
dω

�β

1− exp(−�βω)
exp(−ωτ)

−ω2 − iγω + ω2
0

= i
π

ω2
0

+ 2πi
−1∑

n=−∞

exp(iνnτ)
ν2
n + γνn + ω2

0

(1.218)

Subtracting (1.218) from (1.217), the imaginary time correlation function can
be expressed as

1
mβ

∞∑
n=−∞

exp(iνnτ)
ν2
n + γνn + ω2

0

=
�

mπ

∫ ∞

−∞
dω

γω

(ω2 − ω2
0)2 + γ2ω2

exp(−ωτ)
1− exp(−�βω)

.

(1.219)

Now we may pass to real times by the replacement τ → it to obtain the real
time correlation function

C(t) =
�

mπ

∫ ∞

−∞
dω

γω

(ω2 − ω2
0)2 + γ2ω2

exp(−iωt)
1− exp(−�βω)

. (1.220)

Physical insight into this result can be gained by considering the Fourier
transform of this correlation function

C̃(ω) =
∫ ∞

−∞
dt exp(iωt)C(t) (1.221)

which may be related to the dynamic susceptibility χ̃(ω) of the damped harmonic
oscillator. According to the Ehrenfest theorem the equation of motion for the
expectation value of the position agrees with the corresponding classical equation
of motion. In the presence of an external force F (t), the latter reads

mq̈ +mγq̇ +mω2
0q = F (t) . (1.222)
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Reω

Imωb
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Fig. 1.12. The analytic continuation of the imaginary time correlation function
〈q(τ)q(0)〉 to real times makes use of the integration contours depicted in (a) and
(b) to obtain (1.217) and (1.218), respectively

The solution of this equation may be expressed in terms of the response function
χ(t) as

q(t) =
∫ t

−∞
dsχ(t− s)F (s) (1.223)

which by means of a Fourier transformation becomes

q̃(ω) = χ̃(ω)F̃ (ω) . (1.224)

With the equation of motion (1.222) the dynamic susceptibility of the damped
harmonic oscillator is then found to read

χ(ω) =
1
m

1
−ω2 − iγω + ω2

0
. (1.225)

Together with (1.220) and (1.221) one finally obtains the relation

C̃(ω) =
2�

1− exp(−�βω)
χ′′(ω) (1.226)

which represents an example of the so-called fluctuation-dissipation theorem [39].
Here, the position autocorrelation function describes the fluctuations while the
imaginary part of the dynamic susceptibility χ′′ can be shown to determine the
energy dissipated under the influence of the external driving F (t). While the
relation (1.226) is exact for linear systems like the damped harmonic oscilla-
tor considered here, it still holds for nonlinear systems within linear response
theory. There, the response to the external force is considered in leading order
perturbation theory [40,41].

It is instructive to consider the real time correlation function (1.220) in more
detail. We first decompose the correlation function C(t) into its real and imagi-
nary part, or equivalently, into its symmetric and antisymmetric part

C(t) = S(t) + iA(t) , (1.227)

with
S(t) =

1
2
(〈q(t)q(0)〉+ 〈q(0)q(t)〉) (1.228)
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and
A(t) = − i

2
(〈q(t)q(0)〉 − 〈q(0)q(t)〉) . (1.229)

From (1.220) we find

S(t) =
�

2πm

∫ ∞

−∞
dω

γω

(ω2 − ω2
0)2 + γ2ω2 coth

(
�βω

2

)
cos(ωt) (1.230)

and
A(t) = − �

2πm

∫ ∞

−∞
dω

γω

(ω2 − ω2
0)2 + γ2ω2 sin(ωt) . (1.231)

Apart from Planck’s constant appearing in the prefactor, the antisymmetric part
is purely classical. In fact, one demonstrates within linear response theory the
general relation

χ(t) =
i
�
〈[q(t), q(0)]〉Θ(t) = −2

�
A(t)Θ(t) . (1.232)

Therefore, our statement follows as a consequence of the Ehrenfest theorem
which ensures that the response function χ(t) of the damped harmonic oscillator
is classical.

More interesting is the symmetric part (1.230) of the correlation function
C(t). There exist two different types of time scales determined by the poles of
the integrand in (1.230). One set of four poles at frequencies

ω = ±
(
ω̄ ± i

γ

2

)
(1.233)

corresponds to the characteristic frequencies of a damped harmonic oscillator
with the oscillation frequency

ω̄ =
(
ω2

0 −
γ2

4

)1/2

(1.234)

shifted by the damping. In addition, there exists an infinite number of poles at
imaginary frequencies iνn, n = −∞, . . . ,∞ depending on the temperature of the
heat bath via the Matsubara frequencies defined in (1.107). With these poles,
one can evaluate the integral (1.230) by means of a contour integration to obtain

S(t) =
�

2mω̄
exp
(
−γ|t|

2

)
[sinh(�βω̄) cos(ω̄t) + sin(�βγ/2) sin(ω̄|t|)]

cosh(�βω̄)− cos(�βγ/2)

− 2γ
mβ

∞∑
n=1

νn exp(−νn|t|)
(ν2
n + ω2

0)2 − γ2ν2
n

.

(1.235)

The sum in the second line becomes important at low temperatures kBT 	
�γ/4π. In order to discuss this quantum effect, we focus in the following discus-
sion on the case of zero temperature. Then, the poles of the hyperbolic cotangent
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in (1.230) become dense and form a cut on the imaginary axis which has con-
sequences for the long-time behaviour of the correlation function. In the limit
β →∞ the sum in the second line of (1.235) turns into an integral. Noting that
the long-time behaviour is determined by the behaviour of the integrand at small
arguments we find

S(t) ∼ − �γ

πm

∫ ∞

0
dx
x exp(−x|t|)

ω4
0

= − �γ

πmω4
0

1
t2
. (1.236)

Instead of the usual exponential decay we thus find an algebraic decay.
In the limit of vanishing damping, the imaginary part of the dynamic sus-

ceptibility appearing in the integrand of (1.230) turns into a sum of two delta
functions located at ω0 and −ω0. For weak but finite damping, the delta func-
tions broaden into Lorentzians

γω

(ω2 − ω2
0)2 + γ2ω2 =

γ

4ω̄

(
1

(ω − ω̄)2 + γ2/4
− 1

(ω + ω̄)2 + γ2/4

)
(1.237)

corresponding to the four poles (1.233) and one can assume that only the in-
tegrand in the neighbourhood of these poles is relevant. Within the so-called
Markov approximation, one then replaces the contributions to the integrand
which depend only weakly on frequency by their values at ω̄. As we will see,
in contrast to (1.236) the correlation function S(t) at zero temperature then
no longer decays algebraically. It is interesting to discuss the reason for this
discrepancy.

To this end we go back to the integral representation (1.230) of the correlation
function S(t). In a first step, we apply the so-called rotating wave approximation
(RWA) which consists in neglecting the Lorentzian located at −ω̄, i.e. the second
term in (1.237) [42]. Physically speaking, we neglect processes where the system
is excited into an energetically higher state by loosing energy to the driving
force or where the system decays to a lower state by absorbing energy. For finite
temperatures, we now have

SRWA(t) =
�

8πmω̄

∫ ∞

−∞
dω

γ

(ω − ω̄)2 + γ2/4
coth
(

�βω

2

)
cos(ωt) . (1.238)

Within the Markov approximation, we replace the hyperbolic cotangent by its
value at ω = ω̄. In the limit of zero temperature this leads to

SRWA,Markov(t) =
�

8πmω̄

∫ ∞

−∞
dω

γ

(ω − ω̄)2 + γ2/4
cos(ωt)

=
�

4mω̄
cos(ω̄t) exp

(
−γ

2
t
)
.

(1.239)

We thus find an oscillation with a frequency shifted due to the environmental
coupling and an exponential decay in contrast to the algebraic decay (1.236).

This difference can be understood by taking a closer look at the Markov
approximation. In Fig. 1.13 the Lorentzian and the hyperbolic cotangent ap-
pearing in (1.238) are schematically shown as full and dashed line, respectively.
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ω

Fig. 1.13. The full and dashed lines represent the Lorentzian and hyperbolic cotangent,
respectively, which contribute to the integrand in (1.238)

In order to obtain (1.239), we have approximated the hyperbolic cotangent by a
constant. However, in doing this, we have replaced an antisymmetric function by
a symmetric one which can only yield a non-vanishing result together with the
rotating wave approximation made above. As a consequence, the area shaded
in grey has been taken with the wrong sign. The idea was that this difference
should be small and arising from frequencies far from ω̄. However, due to the
large extent of a Lorentzian, it is of order γ and, in addition, it replaces an
exponential decay by an algebraic decay.

At zero temperature the difference between (1.238) and (1.239) becomes

∆ = SRWA(t)− SRWA,Markov(t)

= −2
�

8πm

∫ 0

−∞
dω

γ

(ω − ω̄)2 + γ2/4
cos(ωt)

(1.240)

which may be expressed in terms of integral sine and integral cosine functions.
For our purpose it is sufficient to note that for long times, the difference indeed
decays algebraically as

∆ = − �γ

2πmω̄4
0

1
t2
. (1.241)

We remark that the factor of two relative to the result (1.236) arises because no
rotating wave approximation has been made in deriving the latter.

In the previous discussion, we have been concerned with an effect of order
γ which in the spirit of the Markov approximation should be considered as
small. However, the Markov approximation changes the long-time behaviour of
the equilibrium correlation function S(t) qualitatively and the absence of an
algebraic decay, even with a small prefactor, may be relevant. For truly weak
coupling, the damping constant γ should be the smallest frequency scale. Apart
from the usual weak coupling condition γ 	 ω0 we also have to require γ 	
kBT/� which at low temperatures may become difficult to satisfy.
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Introductory Remarks

The damped harmonic oscillator is arguably the simplest open quantum sys-
tem worth studying. It is also of great practical importance because it is an
essential ingredient in the theoretical description of many quantum-optical ex-
periments. One can assume rather safely that the quantum master equation of
the simple harmonic oscillator would not be studied so extensively if it did not
play such a central role in the quantum theory of lasers and the masers. Not
surprisingly, then, all major textbook accounts of theoretical quantum optics
[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15] contain a fair amount of detail about damped
harmonic oscillators. Fock state representations or phase space functions of some
sort are invariably employed in these treatments.

The algebraic methods on which we will focus here are quite different. They
should be regarded as a supplement of, not as a replacement for, the traditional
approaches. As always, every method has its advantages and its drawbacks: a
particular problem can be technically demanding in one approach, but quite
simple in another. This is, of course, also true for the algebraic method. We will
illustrate its technical power by a few typical examples for which the standard
approaches would be quite awkward.

2.1 First Lecture: Basics

The evolution of a simple damped harmonic oscillator is governed by the master
equation

∂

∂t
ρt = iω[ρt, a†a] − 1

2
A(ν + 1)

(
a†aρt − 2aρta† + ρta

†a
)

− 1
2
Aν

(
aa†ρt − 2a†ρta+ ρtaa

†) , (2.1)

where a†, a are the ladder operators of the oscillator; ω is its natural (circular)
frequency; A is the energy decay rate; and ν is the number of thermal excitations

A. Buchleitner and K. Hornberger (Eds.): LNP 611, pp. 55–106, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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Fig. 2.1. A two-level atom traverses a high-quality cavity, coupling resonantly to a
privileged photon mode of the cavity. Prior to the interaction, there is some initial
photon state in the resonator and the atom is either in the upper state of the pertinent
transition (on the left) or in the lower state (on the right). After the interaction, the
transition degree of the atom and the photon degree of the cavity are entangled

in the steady state that the statistical operator ρt ≡ ρt
(
a†, a

)
approaches for very

late times t. We will have much to say about the properties of the solutions of
(2.1), but first we would like to give a physical derivation of this equation.

2.1.1 Physical Derivation of the Master Equation

For this purpose we consider the following model. The oscillator is a mode of the
quantized radiation field of an ideal resonator, so that excitations of this mode
(vulgo photons) would stay in the resonator forever. In reality they have a finite
lifetime, of course, and we describe this fact by letting the photons interact with
atoms that pass through the resonator. As is depicted in Fig. 2.1, these atoms are
also of the simplest kind conceivable: they only have two levels which – another
simplification – are separated in energy by �ω, the energy per photon in the
privileged resonator mode. Incident atoms in the upper level (symbolically: � )
will have a chance to deposit energy into the resonator, while those in the lower
level ( � ) will tend to remove energy.

The evolution of the interacting atom-photon system is governed by the
Hamilton operator

H = �ωa†a+ �ωσ†σ − �g(σa† + σ†a) , (2.2)

which goes with the name “resonant Jaynes–Cummings interaction in the rotat-
ing-wave approximation” in the quantum-optical literature. It applies as long as
the atom is inside the resonator and is replaced by

Hfree = �ωa†a+ �ωσ†σ (2.3)

before and after the period of interaction. Here σ† and σ are the atomic ladder
operators,

σ† = | � 〉〈 � | =̂
(

0 1
0 0

)
, σ = | � 〉〈 � | =̂

(
0 0
1 0

)
, (2.4)

and g is the so-called Rabi frequency, the measure of the interaction strength.
Note that σ†σ and σσ† project to the upper and lower atomic states,

σ†σ = | � 〉〈 � | =̂
(

1 0
0 0

)
, σσ† = | � 〉〈 � | =̂

(
0 0
0 1

)
, (2.5)
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Fig. 2.2. An atom takes time τ = L/v to traverse a cavity of length L at speed v

respectively.
The interaction term in (2.2) is a multiple of the coupling operator

γ = aσ† + a†σ (2.6)

and Hfree is essentially the square of γ since

γ2 = a†a+ σ†σ . (2.7)

So (2.2) and (2.3) can be rewritten as

H = �ωγ2 − �gγ , Hfree = �ωγ2 . (2.8)

That H commutes with Hfree and both are just simple functions of γ will enable
us to solve the equations of motion quite explicitly without much effort.

We denote by ρt the statistical operator describing the combined atom-cavity
system. It is a function of the dynamical variables a†, a, σ†, σ and has also a
parametric dependence on t, indicated by the subscript,

ρt = ρt
(
a†(t), a(t), σ†(t), σ(t)

)
. (2.9)

Since a statistical operator has no total time dependence, Heisenberg’s equation
of motion,

0 =
d
dt
ρt =

∂

∂t
ρt − i

�

[
ρt, H

]
, (2.10)

becomes von Neumann’s equation for the parametric time dependence,

∂

∂t
ρt =

i
�
[ρt, H] . (2.11)

Now suppose that t is the instant at which the atom enters the cavity; then it
emerges at time t+ τ , and we have

ρt+τ = e−
i
�
Hτρt e

i
�
Hτ = e−

i
�
Hfreeτ

[
eiφγρt e−iφγ

]
e

i
�
Hfreeτ (2.12)

after we use (2.8) and introduce the abbreviation φ = gτ . This phase φ is the
accumulated Rabi angle and, for atoms moving classically through the cavity of
length L with constant velocity v, we have τ = L/v and φ = gL/v; see Fig. 2.2.

Clearly, the [. . . ] term in (2.12) accounts for the net effect of the interaction,
that part of the evolution that happens in addition to the free evolution generated
by Hfree. We have

eiφγ = cos (φγ) + i sin (φγ) = cos
(
φ
√
γ2
)

+ iγ
sin

(
φ
√
γ2
)

√
γ2

, (2.13)
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which is just saying that the cosine is an even function and the sine is odd.
Further we note that the identities

F
(
γ2
)

= σ†σF
(
aa†) + σσ†F

(
a†a

)
,

γF
(
γ2
)

= σa†F
(
aa†) + F

(
aa†) aσ† (2.14)

hold for all functions F
(
γ2
)
. They are immediate implications of familiar rela-

tions such as af(a†a) = f(aa†)a, σf(σ†σ) = σf(1), and σ†f(σ†σ) = σ†f(0). We
use (2.13) and (2.14) to arrive at

eiφγ = σ†σ cos
(
φ
√
aa†

)
+ σσ† cos

(
φ
√
a†a

)

+ iσa†
sin

(
φ
√
aa†

)
√
aa†

+ i
sin

(
φ
√
aa†

)
√
aa†

aσ† . (2.15)

In terms of the 2× 2 matrix representation for the σ’s that is suggested in (2.4)
and (2.5), this has the compact form

eiφγ =̂
(
C iS†

iS C̃

)
(2.16)

with the photon operators

C = cos
(
φ
√
aa†

)
, C̃ = cos

(
φ
√
a†a

)
, S = a†

sin
(
φ
√
aa†

)
√
aa†

, (2.17)

and the adjoint of (2.16) reads

e−iφγ =̂
(

C −iS†

−iS C̃

)
. (2.18)

We use these results for calculating the net effect of the interaction with one
atom on the statistical operator ρ(ph) of the photon state. Initially the total
state ρt = ρ

(ph)
t ρ

(at)
t is not entangled, it is a product of the statistical operators

referring respectively to the photons by themselves and the atom by itself. At
the final instant t+ τ , we get ρ(ph)

t+τ by tracing over the two-level atom,

ρ
(ph)
t+τ = trat {ρt+τ} = e−iωτa†a trat

{
eiφγρ(ph)

t ρ
(at)
t e−iφγ

}
eiωτa

†a . (2.19)

To proceed further we need to specify the initial atomic state ρ(at)
t , and for the

present purpose the two situations of Fig. 2.1 will do.
On the left of Fig. 2.1 we have � atoms arriving,

ρ
(at)
t = | � 〉〈 � | = σ†σ =̂

(
1 0
0 0

)
=
(

1
0

)
(1, 0) , (2.20)
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and (2.19) tells us that

ρ
(ph)
t+τ = e−iωτa†a tr2×2

{(
C
iS

)
ρ
(ph)
t (C,−iS†)

}
eiωτa

†a

= e−iωτa†a
(
Cρ

(ph)
t C + Sρ

(ph)
t S†

)
eiωτa

†a . (2.21)

Likewise, in the situation on the right-hand side of Fig. 2.1 we have

ρ
(at)
t = | � 〉〈 � | = σσ† =̂

(
0 0
0 1

)
=
(

0
1

)
(0, 1) (2.22)

and get

ρ
(ph)
t+τ = e−iωτa†a tr2×2

{(
iS†

C̃

)
ρ
(ph)
t (−iS, C̃)

}
eiωτa

†a

= e−iωτa†a
(
C̃ρ

(ph)
t C̃ + S†ρ(ph)

t S
)

eiωτa
†a . (2.23)

We remember our goal of modeling the coupling of the photons to a reservoir,
and therefore we want to identify the effect of very many atoms traversing the
cavity (one by one) but with each atom coupled very weakly to the photons.
Weak atom-photon interaction means a small value of φ so that only the terms
of lowest order in φ will be relevant. Since the φ = 0 version of both (2.21) and
(2.23), that is:

ρ
(ph)
t+τ = e−iωτa†aρ(ph)

t eiωτa
†a , (2.24)

is just the free evolution of ρ(ph)
t , the additional change in ρ(ph)

t that results from
a single atom is

∆1ρ
(ph)
t = Cρ

(ph)
t C + Sρ

(ph)
t S† − ρ(ph)

t

= cos
(
φ
√
aa†

)
ρ
(ph)
t cos

(
φ
√
aa†

)
+ a†

sin
(
φ
√
aa†

)
√
aa†

ρ
(ph)
t

sin
(
φ
√
aa†

)
√
aa†

a

− ρ(ph)
t

= −1
2
φ2

(
aa†ρ(ph)

t − 2a†ρ(ph)
t a+ ρ

(ph)
t aa†

)
+O(φ4) (2.25)

for a � atom arriving, and

∆2ρ
(ph)
t = C̃ρ

(ph)
t C̃ + S†ρ(ph)

t S − ρ(ph)
t

= cos
(
φ
√
a†a

)
ρ
(ph)
t cos

(
φ
√
a†a

)
+

sin
(
φ
√
aa†

)
√
aa†

aρ
(ph)
t a†

sin
(
φ
√
aa†

)
√
aa†

− ρ(ph)
t

= −1
2
φ2

(
a†aρ(ph)

t − 2aρ(ph)
t a† + ρ

(ph)
t a†a

)
+O(φ4) (2.26)



60 Berthold-Georg Englert and Giovanna Morigi

for a � atom. So, for weak atom-photon interaction the relevant terms in (2.25)
and (2.26) are the ones proportional to φ2.

Atoms arriving at statistically independent times (Poissonian statistics for
the arrival times) will thus induce a rate of change of ρ(ph)

t that is given by

∂

∂t
ρ
(ph)
t

∣∣∣
weak

= r1∆1ρ
(ph)
t + r2∆2ρ

(ph)
t

= − 1
2
r1φ

2
(
aa†ρ(ph)

t − 2a†ρ(ph)
t a+ ρ

(ph)
t aa†

)

− 1
2
r2φ

2
(
a†aρ(ph)

t − 2aρ(ph)
t a† + ρ

(ph)
t a†a

)
(2.27)

where r1 and r2 are the arrival rates for the � atoms and the � atoms, re-
spectively. This is to say that during a period of duration T there will arrive on
average r1T atoms in state � and r2T atoms in state � .

Since the weak interaction with many atoms is supposed to simulate the
coupling to a thermal bath (temperature Θ), these rates must be related to each
other by a Maxwell–Boltzmann factor,

r1
r2

= exp
(
− �ω

kBΘ

)
=

ν

ν + 1
(2.28)

where ν > 0 is a convenient parameterization of the temperature. Also for mat-
ters of convenience, we introduce a rate parameter A by writing r1φ

2 = Aν,
r2φ

2 = A(ν + 1) and arrive at

∂

∂t
ρt =

∂

∂t
ρt

∣∣∣
free

+
∂

∂t
ρt

∣∣∣
weak

= iω[ρt, a†a]− 1
2
A(ν + 1)

(
a†aρt − 2aρta† + ρta

†a
)

− 1
2
Aν

(
aa†ρt − 2a†ρta+ ρtaa

†)
≡ Lρt , (2.29)

where the replacement ρ(ph)
t → ρt is made to simplify the notation from here on.

It should be clear that the O(φ4) terms of (2.25) and (2.26) are really negligible
in the limiting situation of r1, r2 � A and φ2 � 1 with finite values for the
products r1φ2 and r2φ2.

Equation (2.29) is, of course, the master equation (2.1) that we had wished
to derive by some physical arguments or, at least, make plausible. It is, by the
way, essentially the only master equation that is consistent with some natural
mathematical requirements of simplicity and symmetry (see, e.g., [16,17,18]).

From now on, we’ll accept (2.29) as a candidate for describing a simple
damped harmonic oscillator and study its implications. These implications as
a whole are the ultimate justification for our conviction that very many crucial
properties of damped oscillators are very well modeled by (2.29).
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Before turning to these implications, however, we should not fail to mention
the obvious. The Liouville operator L of (2.29) is a linear operator: the identities

L(λρ) = λLρ , L(ρ1 + ρ2) = Lρ1 + Lρ2 (2.30)

hold for all operators ρ, ρ1, and ρ2 and all numbers λ.

2.1.2 Some Simple Implications

As a basic check of consistency let us first make sure that (2.29) is not in conflict
with the normalization of ρt to unit total probability, that is: tr {ρt} = 1 for
all t. Indeed, remembering the cyclic property of the trace, one easily verifies
that

d
dt

tr {ρt} = tr
{
∂

∂t
ρt

}
= tr {Lρt} = 0 , (2.31)

as it should be. Much more difficult to answer is the question if (2.29) preserves
the positivity of ρt; we will remark on that at the end of the third lecture (see
Sect. 2.3.3 on p. 76).

Next, as a first application, we determine the time dependence of the expec-
tation values of the ladder operator a†, a and the number operator a†a. Again,
the cyclic property of the trace is the tool to be used, and we find

d
dt
〈
a†〉

t
=

d
dt

tr
{
a†ρt

}
= tr

{
a† ∂

∂t
ρt

}
= (iω − 1

2A)
〈
a†〉

t
,

d
dt
〈
a
〉
t
= (−iω − 1

2A)
〈
a
〉
t
,

d
dt
〈
a†a

〉
t
= −A(〈a†a

〉
t
− ν) , (2.32)

which are solved by

〈a†〉t = 〈a†〉0 e−At/2 eiωt ,

〈a〉t = 〈a〉0 e−At/2 e−iωt ,

〈a†a〉t = ν +
(〈a†a〉0 − ν

)
e−At , (2.33)

respectively. Their long-time behavior,

t→∞ : 〈a†〉t → 0 , 〈a〉t → 0 , 〈a†a〉t → ν , (2.34)

seems to indicate that the evolution comes to a halt eventually.

2.1.3 Steady State

If this is indeed the case, then the master equation (2.29) must have a steady
state ρ(ss). As we see in (2.32), it is impossible for ω and A to compensate for
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each other and, therefore, ρ(ss) must commute with the number operator a†a,
and as a consequence it must be a function of a†a and cannot depend on a† and
a individually. Upon writing f(a†a) for this function, we have

0 =
∂

∂t
ρ(ss) = Lf(a†a) = −A(ν + 1)

[
a†af(a†a)− af(a†a)a†]

−Aν [aa†f(a†a)− a†f(a†a)a
]
, (2.35)

and this implies the three-term recurrence relation

(a†a+ 1)
[
(ν + 1)f(a†a+ 1)− νf(a†a)

]
= a†a

[
(ν + 1)f(a†a)− νf(a†a− 1)

]
,

(2.36)
which, incidentally, is a statement about detailed balance (see [19] for further
details). In this equation, the left-hand side is obtained from the right-hand side
by the replacement a†a→ a†a+1. Accordingly, the common value of both sides
can be determined by evaluating the expression for any value that a†a may have,
that is: for any of its eigenvalues (a†a)′ = 0, 1, 2, . . . . We pick (a†a)′ = 0 and
find that either side of (2.36) must vanish. The resulting two-term recursion,

(ν + 1)f(a†a) = νf(a†a− 1) (2.37)

is immediately solved by f(a†a) = f(0)[ν/(ν+1)]a
†a and, after determining the

value of f(0) by normalization, we arrive at

ρ(ss) =
1

ν + 1

(
ν

ν + 1

)a†a
. (2.38)

This steady state is in fact a thermal state, as we see after re-introducing the
temperature Θ of (2.28),

ρ(ss) =
[
1− exp

(
− �ω

kBΘ

)]
exp

(
− �ω

kBΘ
a†a

)
. (2.39)

Indeed, together with (2.34) this tells us that, as stated at (2.1), “ν is the number
of thermal excitations in the steady state”. And the physical significance of A
– it “is the energy decay rate” – is evident in (2.32). We might add that 1

2A
is the decay rate of the oscillator’s amplitude 〈a〉, which is proportional to the
strength of the electromagnetic field in the optical model.

As the derivation shows, the steady state of (2.29) is unique, unless A = 0.
Indeed, if A = 0 but ω 	= 0, Lρ = 0 is solved by all ρ = f(a†a) irrespective of
the actual form of the function f . We will take A > 0 for granted from here on.

2.1.4 Action to the Left

In (2.32) we obtained differential equations for expectation values from the equa-
tion of motion obeyed by the statistical operator, the master equation of (2.29).
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This can be done systematically. We begin with the expectation value of some
observable X and its time derivative,

〈
X
〉
t
= tr {Xρt} , d

dt
〈
X
〉
t
= tr

{
X
∂

∂t
ρt

}
, (2.40)

and then use (2.29) to establish

d
dt
〈
X
〉
t
= tr {XLρt} =

〈
XL〉

t
, (2.41)

where the last equation defines the meaning of XL, that is: the action of L to
the left. The cyclic property of the trace is crucial once more in establishing the
explicit expression

XL = iω[a†a,X] − 1
2
A(ν + 1)

(
Xa†a− 2a†Xa+ a†aX

)

− 1
2
Aν

(
Xaa† − 2aXa† + aa†X

)
. (2.42)

When applied to a†, a, and a†a, this reproduces (2.32), of course.
How about (2.31)? It is also contained, namely as the statement

tr {1lLρt} = 0 for all ρt, or 1lL = 0 , (2.43)

which is a statement about the identity operator 1l.

Homework Assignments

1 Take the explicit forms of eiφγ and e−iφγ in (2.16)–(2.18) and verify that

eiφγ e−iφγ = 1 , e−iφγ eiφγ = 1 . (2.44)

2 According to (2.35), the steady state (2.38) is a right eigenvector of L with
eigenvalue 0, Lρ(ss) = 0. What is the corresponding left eigenvector ρ̌(ss)

such that ρ̌(ss)L = 0?
3 Reconsider (2.32) and (2.33). Show that these equations identify some other

eigenvalues of L and their left eigenvectors.
4 Use the ansatz

ρt = λ(t)
[
1− λ(t)

]a†a (2.45)

in the master equation (2.29), where λ(t) → λ = 1/(1 + ν) for t → ∞.
Derive a differential equation for the numerical function λ(t), and solve it
for arbitrary λ(0). [If necessary, impose restrictions on λ(0).] Then recognize
that the solution reveals to you some eigenvalues of L. Optional: Identify the
corresponding right eigenvectors of L.
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2.2 Second Lecture: Eigenvalues and Eigenvectors of L
2.2.1 A Simple Case First

When taking care of homework assignment 4, the reader used (2.35) to establish

Lρt = −A1− (ν + 1)λ
1− λ

[
λa†a− (1− λ)

]
ρt (2.46)

for ρt of (2.45) and found

∂

∂t
ρt = − 1

λ(1− λ)
dλ
dt

[
λa†a− (1− λ)

]
ρt (2.47)

by differentiation. Accordingly, (2.45) solves (2.29) if λ(t) obeys

− 1
λ2

dλ
dt

=
d
dt

1
λ

= −A
(

1
λ
− (ν + 1)

)
, (2.48)

which is solved by

λ(t) =
1

(ν + 1)− [
(ν + 1)− 1/λ(0)

]
e−At

(2.49)

where the restriction λ(0) > 0 is sufficient to avoid ill-defined values of λ(t) at
later times, and λ(0) ≤ 1 ensures a positive ρt throughout.

With (2.49) in (2.45) we have

ρt =
∞∑
n=0

e−nAtρ(0)
n , (2.50)

where the ρ(0)
n ’s are some functions of a†a. In particular, ρ(0)

0 = ρ(ss) is the steady
state (2.38) that is reached for t→∞ when λ(t)→ 1/(ν + 1). Since (2.50) is a
solution of the master equation (2.29) by construction, it follows that

∞∑
n=0

e−nAt(−nA)ρ(0)
n =

∞∑
n=0

e−nAtLρ(0)
n (2.51)

holds for all t > 0 and, therefore, ρ(0)
n is a right eigenvector of L with eigenvalue

−nA,
Lρ(0)

n = −nAρ(0)
n . (2.52)

As defined in (2.50) with ρt of (2.45) and λ(t) of (2.49) on the left-hand side,
the ρ(0)

n ’s depend on the particular value for λ(0), a dependence of no relevance.
We get rid of it by introducing a more appropriate expansion parameter x in
accordance with

1
λ(t)

= (ν + 1)(1 + x) or x =
[

1
(ν + 1)λ(0)

− 1
]

e−At , (2.53)



2 Dissipative Master Equations 65

so that counting powers of e−At is done by counting powers of x. Then

1
(ν + 1)(1 + x)

(
1− 1

(ν + 1)(1 + x)

)a†a
=

∞∑
n=0

xnρ(0)
n (2.54)

is a generating function for the ρ(0)
n ’s with the spurious λ(0) dependence removed.

The left-hand side of (2.54) can be expanded in powers of x for any value of
ν ≥ 0, but we will be content with a look at the ν = 0 case and use a different
method in Sect. 2.2.2 to handle the general situation. For ν = 0, the power series
(2.54) is simplicity itself,

ν = 0 :
∞∑
n=0

xnρ(0)
n =

1
1 + x

(
x

1 + x

)a†a

= xa
†a

∞∑
m=0

(
a†a+m

m

)
(−x)m

=
∞∑
m=0

(−1)m
(
a†a+m

a†a

)
xa

†a+m , (2.55)

so that

ν = 0 : ρ(0)
n = (−1)n− a

†a
(
n

a†a

)
, Lρ(0)

n = −nAρ(0)
n . (2.56)

It is a matter of inspection to verify that

ρ
(0)
0 = δa†a,0 ,

ρ
(0)
1 = δa†a,1 − δa†a,0 ,

ρ
(0)
2 = δa†a,2 − 2δa†a,1 + δa†a,0 ,

... (2.57)

are the ν = 0 right eigenvectors of L to eigenvalues 0,−A,−2A, . . . .
We obtain the corresponding left eigenvectors from

ν = 0 : (1 + y)a
†a =

∞∑
m=0

ymρ̌(0)
m (2.58)

after verifying that this is a generating function indeed. For ν = 0, (2.42) says

(1 + y)a
†aL = −Aa†a(1 + y)a

†a +Aa†(1 + y)a
†aa

= −Aya†a(1 + y)a
†a− 1

= −Ay ∂
∂y

(1 + y)a
†a (2.59)



66 Berthold-Georg Englert and Giovanna Morigi

and the eigenvector equation

ρ̌(0)
m L = −mAρ̌(0)

m (2.60)

gives
∞∑
m=0

ymρ̌(0)
m L =

∞∑
m=0

ym(−mA)ρ̌(0)
m = −Ay ∂

∂y

∞∑
m=0

ymρ̌(0)
m , (2.61)

and now (2.59) and (2.61) establish (2.58). So we find

ν = 0 : ρ̌(0)
m =

(
a†a

m

)
, (2.62)

of which the first few are

ρ̌
(0)
0 = 1 ,

ρ̌
(0)
1 = a†a ,

ρ̌
(0)
2 =

1
2
a†a(a†a− 1) . (2.63)

For n = 0 and n = 1 this just repeats what was learned in (2.43) and (2.32)
(recall homework assignments 2 and 3).

As dual eigenvector sets, the ρ(0)
n ’s and ρ̌

(0)
m ’s must be orthogonal if n 	= m,

which is here a statement about the trace of their product. It is simplest to deal
with them as sets, and we use the generating functions to establish

∞∑
m,n=0

ym tr
{
ρ̌(0)
m ρ(0)

n

}
xn = tr


(1 + y)a

†a 1
1 + x

(
x

1 + x

)a†a



=
1

1 + x

∞∑
N=0

(
(1 + y)

x

1 + x

)N

=
1

1− xy =
∞∑
n=0

xnyn

=
∞∑

m,n=0

ymδm,nx
n , (2.64)

from which
tr
{
ρ̌(0)
m ρ(0)

n

}
= δm,n (2.65)

follows immediately. This states the orthogonality of the ν = 0 eigenvectors and
also reveals the sense in which we have normalized them.

In the third lecture we will convince ourselves of the completeness of the
eigenvector sets. Let us take this later insight for granted. Then we can write
any given initial statistical operator ρt=0 = f(a†a) as a sum of the ρ(0)

n ,

ρt=0 =
∞∑
n=0

α(0)
n ρ(0)

n , (2.66)
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and solve the master equation (2.29) by

ρt =
∞∑
n=0

α(0)
n e−nAtρ(0)

n . (2.67)

As a consequence of the orthogonality relation (2.65), we get the coefficients α(0)
n

as
α(0)
n = tr

{
ρ̌(0)
n ρt=0

}
. (2.68)

For ν = 0, in particular, they are

α
(0)
0 = 1 , α

(0)
1 =

〈
a†a

〉
t=0 , α

(0)
2 =

1
2
〈
a†a(a†a− 1)

〉
t=0 , . . . , (2.69)

which tells us that (2.66) and (2.67) are expansions in moments of the number
operator. Put differently, the identity

f(a†a) =
∞∑
n=0

ρ(0)
n tr

{
ρ̌(0)
n f(a†a)

}
(2.70)

holds for any function f(a†a) that has finite moments. For most of the others,
one can exchange the roles of ρ(0)

n and ρ̌(0)
n ,

f(a†a) =
∞∑
n=0

tr
{
f(a†a)ρ(0)

n

}
ρ̌(0)
n . (2.71)

A useful rule of thumb is to employ expansion (2.70) for functions that have the
basic characteristics of statistical operators [the traces in (2.70) are finite], and
use (2.71) if f(a†a) is of the kind that is typical for observables [such as a†a for
which the n = 0 trace in (2.70) is infinite, for example].

2.2.2 The General Case

Let us observe that some of the expressions in Sect. 2.2.1 are of a somewhat
simpler structure when written in normally ordered form – all a† operators to
the left of all a operators – as exemplified by

λ(1− λ)a
†a = λ : e−λa†a : ,

(1 + y)a
†a = : eya

†a : ,

ν = 0 : ρ̌
(0)
m =

(
a†a

m

)
=

1
m!

: (a†a)m : =
a†mam

m!
. (2.72)

We regard this as an invitation to generalize the ansatz (2.45) to

ρt = :
1
κ(t)

e−
[
a† − α∗(t)

][
a− α(t)

]/
κ(t) : (2.73)
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where the switching from λ to κ = 1/λ is strongly suggested by (2.48). Note
that for the following it is not required that α∗(t) is the complex conjugate of
α(t), it is more systematic to regard them as independent variables. We pay due
attention to the ordering and obtain

∂

∂t
ρt = − 1

κ

dκ
dt
ρt +

1
κ2

dκ
dt

(a† − α∗)ρt(a− α)

+
1
κ

dα
dt

(a† − α∗)ρt +
1
κ

dα∗

dt
ρt(a− α) (2.74)

for the parametric time derivative of ρt. The evaluation of Lρt is equally straight-
forward once we note that a†’s on the right and a’s on the left of ρt are moved
to their natural side with the aid of these rules:

ρta
† = a†ρt + [ρt, a†] = a†ρt +

∂

∂a
ρt = a†ρt − 1

κ
(a† − α∗)ρt ,

aρt = ρta+ [a, ρt] = ρta+
∂

∂a† ρt = ρta− 1
κ
ρt(a− α) (2.75)

of which
[ρt, a†a] = − 1

κ
(a† − α∗)ρta+

1
κ
a†ρt(a− α) (2.76)

is an immediate application. Upon equating the numerical coefficients of both
ρt and (a† − α∗)ρt(a− α) we then get a single equation for κ(t),

dκ
dt

= −A[κ− (ν + 1)
]
, (2.77)

and the coefficients of (a† − α∗)ρt and ρt(a − α) supply equations for α(t) and
α∗(t),

dα
dt

=
(
−iω − 1

2
A

)
α ,

dα∗

dt
=
(

iω − 1
2
A

)
α∗ . (2.78)

We have, in fact, met these differential equations before, namely (2.77) in (2.48)
and (2.78) in (2.32). Their solutions

κ(t) = ν + 1− (ν + 1− κ0) e−At ,
α(t) = α0 e−iωt e−At/2 ,
α∗(t) = α∗

0 eiωt e−At/2 , (2.79)

where κ0, α0, α∗
0 are the arbitrary initial values at t = 0 [not to be confused

with the time-independent coefficients α(0)
n of (2.66)–(2.69)], tell us that the time

dependence of
ρt = eLtρt=0 (2.80)

contains powers of e−At combined with powers of e∓iωt−At/2. Therefore, the
values

λ(k)
n = −ikω − (

n+ 1
2 |k|

)
A with n = 0, 1, 2, . . . and k = 0,±1,±2, . . . (2.81)
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must be among the eigenvalues of L. In fact, these are all eigenvalues, and the
expansion of the generating function (2.73)

ρt =
∞∑
n=0

∞∑
k=−∞

b(k)n e−ikωt− (
n+ 1

2 |k|
)
Atρ(k)

n (2.82)

yields all right eigenvectors of L,

Lρ(k)
n =

[−ikω − (
n+ 1

2 |k|
)
A
]
ρ(k)
n . (2.83)

We will justify the assertion that these are all in the third lecture. Right now
we just report the explicit expressions that one obtains for the eigenvectors ρ(k)

n

and the coefficients b(k)n . They are [20,21]

ρ(k)
n =

(−1)n

(ν + 1)|k|+1 a
†

1
2 (|k|+ k)

: L(|k|)
n

(
a†a

ν + 1

)
e−

a†a
ν+1 : a

1
2 (|k| − k) (2.84)

and

b(k)n =
n!

(n+ |k|)!
(

κ0

ν + 1
− 1

)n
α0

1
2 (|k|+ k)L(|k|)

n

(
α∗

0α0

ν + 1− κ0

)
α∗

0

1
2 (|k| − k) ,

(2.85)
where the L(|k|)

n ’s are Laguerre polynomials. Note that all memory about the
initial values of κ, α, and α∗ is stored in b

(k)
n , as it should be. The right eigen-

vectors ρ(k)
n of (2.84) and the left eigenvectors ρ̌(k)

n of (2.87) constitute the two
so-called damping bases [20] associated with the Liouville operator L of (2.29).

Homework Assignments

5 Verify that (2.84) reproduces (2.56) for k = 0 and ν = 0.
6 Show that (2.82) with (2.84) and (2.85) is correct. What is b(k)n for κ0 = ν+1,
α0 = (ν + 1)β, and α∗

0 = (ν + 1)β∗? [You need some familiarity with Bessel
functions, Laguerre polynomials, and relations between them; consult the
Appendix if necessary.]

7 Consider

U = eαa
†
eα

∗a eλ = eα
∗a eαa

†
eλ− α

∗α = eαa
† + α∗a eλ−

1
2α

∗α (2.86)

with α∗(t), α(t), λ(t) such that ∂U/∂t = UL. Find the differential equations
obeyed by α∗, α, λ and solve them.

8 Show that this also establishes the eigenvalues (2.81) of L.
9 Extract the left eigenvectors ρ̌(k)

n of L. Normalize them such that

ρ̌(k)
n =

( −ν
1 + ν

)n
n!

(n+ |k|)!a
†

1
2 (|k| − k)

: L(|k|)
n

(
a†a

ν

)
: a

1
2 (|k|+ k) .

(2.87)
What do you get in the limit ν → 0?
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10 State ρ̌
(k)
n explicitly for k = 0, n = 0, 1, 2 and for k = ±1,±2, n = 0.

Compare with (2.63).
11 Use the two generating functions (2.73) and (2.86) to demonstrate

tr
{
ρ̌(k)
m ρ(k′)

n

}
= δm,nδk,k′ . (2.88)

2.3 Third Lecture: Completeness of the Damping Bases

2.3.1 Phase Space Functions

As a preparation we first consider the standard phase space functions f(Q′, P ′)
associated with an operator F (Q,P ) where Q,P are a Heisenberg pair (col-
loquially: position Q and momentum P ). This is to say that they obey the
commutation relation

[Q,P ] = i (2.89)

and have complete, orthonormal sets of eigenkets and eigenbras,

Q|Q′〉 = |Q′〉Q′ , P |P ′〉 = |P ′〉P ′ ,

〈Q′|Q = Q′〈Q′| , 〈P ′|P = P ′〈P ′| ,
〈Q′|Q′′〉 = δ(Q′ −Q′′) , 〈P ′|P ′′〉 = δ(P ′ − P ′′) ,

|Q′〉〈Q′| = δ(Q−Q′) , |P ′〉〈P ′| = δ(P − P ′) ,∫
dQ′ |Q′〉〈Q′| = 1 ,

∫
dP ′ |P ′〉〈P ′| = 1 , (2.90)

where Q′, Q′′ and P ′, P ′′ denote eigenvalues. The familiar plane waves

〈Q′|P ′〉 =
eiQ

′P ′

√
2π

(2.91)

relate the eigenvector sets to each other.
By using both completeness relations, we can put any F = F (Q,P ) into its

Q,P -ordered form,

F (Q,P ) =
∫

dQ′ dP ′ |Q′〉〈Q′|F |P ′〉〈P ′|

=
∫

dQ′ dP ′ |Q′〉〈Q′|
[ 〈Q′|F |P ′〉
〈Q′|P ′〉

]
|P ′〉〈P ′|

=
∫

dQ′ dP ′ δ(Q−Q′)f(Q′, P ′)δ(P − P ′)

= f(Q,P )
∣∣∣
Q,P−ordered

≡ f(Q;P ) , (2.92)

where the last step defines the meaning of the semicolon in f(Q;P ). Thus, the
procedure is this: evaluate the normalized matrix element

f(Q′, P ′) =
〈Q′|F |P ′〉
〈Q′|P ′〉 = tr

{
F
|P ′〉〈Q′|
〈Q′|P ′〉

}
, (2.93)
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then replace Q′ → Q, P ′ → P with due attention to their order in products
– all Q’s must stand to the left of all P ’s – and so obtain F = f(Q;P ), the
Q,P -ordered form of F . The P,Q-ordered version of F is found by an analogous
procedure with the roles of Q and P interchanged.

The fraction that appears in the trace formula of (2.93) is equal to its square,

[ |P ′〉〈Q′|
〈Q′|P ′〉

]2

=
|P ′〉〈Q′|
〈Q′|P ′〉 (2.94)

but, not being Hermitian, it is not a projector. It has, however, much in common
with projectors, and this is emphasized by using

1
〈Q′|P ′〉 = 2π〈P ′|Q′〉 (2.95)

to turn it into

|P ′〉〈Q′|
〈Q′|P ′〉 = 2π|P ′〉〈P ′|Q′〉〈Q′| = 2πδ(P − P ′)δ(Q−Q′) , (2.96)

which is essentially the product of two projectors. Then,

f(Q′, P ′) = tr {F 2πδ(P − P ′)δ(Q−Q′)} (2.97)

is yet another way of presenting f(Q′, P ′).
In (2.92) and (2.97) we recognize two basis sets of operators,

B(Q′, P ′) = 2πδ(Q−Q′)δ(P − P ′) ,

B̃(Q′, P ′) = 2πδ(P − P ′)δ(Q−Q′) , (2.98)

labeled by the phase space variables Q′ and P ′. Their dual roles are exhibited
by the compositions of (2.92) and (2.97),

F (Q,P ) =
∫

dQ′ dP ′

2π
B(Q′, P ′) tr

{
F B̃(Q′, P ′)

}
(2.99)

and

f(Q′, P ′) = tr
{
B̃(Q′, P ′)

∫
dQ′′ dP ′′

2π
f(Q′′, P ′′)B(Q′′, P ′′)

}
, (2.100)

and therefore

trB(Q′, P ′)B̃(Q′′, P ′′) = 2πδ(Q′ −Q′′)δ(P ′ − P ′′) (2.101)

states both their orthogonality and their completeness.
We note that the displacements

Q→ Q−Q′ , P → P − P ′ (2.102)
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Fig. 2.3. The unitary displacements Q → Q − Q′, P → P − P ′ map out all of phase
space, turning the basis seed B(0, 0) into all other operators B(Q′, P ′) of the basis

that map out all of phase space (see Fig. 2.3) are unitary operations, and so is
the interchange

Q→ P , P → −Q . (2.103)

As a consequence, B(Q′, P ′) and B̃(Q′, P ′) are unitarily equivalent to their re-
spective basis seeds

B(0, 0) = 2πδ(Q)δ(P ) and B̃(0, 0) = 2πδ(P )δ(Q) , (2.104)

and these seeds themselves are unitarily equivalent and are also adjoints of each
other,

B(0, 0)† = B̃(0, 0) , B̃(0, 0)† = B(0, 0) , (2.105)

Here, B(0, 0) is stated as a Q,P -ordered operator and B̃(0, 0) is P,Q-ordered.
The reverse orderings are also available, as we illustrate for B(0, 0):

〈P ′|B(0, 0)|Q′〉
〈P ′|Q′〉 = 2π

〈P ′|Q′′〉〈Q′′|P ′′〉〈P ′′|Q′〉
〈P ′|Q′〉

∣∣∣∣
Q′′=0, P ′′=0

= eiP
′Q′

, (2.106)

giving

B(0, 0) = eiP ;Q =
∞∑
k=0

ik

k!
P kQk , (2.107)

where we meet a typical ordered exponential operator function. We get the Q,P -
ordered version of B̃(0, 0),

B̃(0, 0) = e−iQ;P , (2.108)

by taking the adjoint.
These observations can be generalized in a simple and straightforward man-

ner [22]. The operators

λ eiλP ;Q = λ̄ e−iλ̄Q;P , λ e−iλQ;P = λ̄ eiλ̄P ;Q

with λ, λ̄ ≥ 1 and λλ̄ = λ+ λ̄ (2.109)

are seeds of a dual pair of bases for each choice of λ, λ̄ because the orthogonality-
completeness relation

tr
{
λ eiλ(P − P ′); (Q−Q′)λ e−iλ(Q−Q′′); (P − P ′′)

}
= 2πδ(Q′−Q′′)δ(P ′−P ′′)

(2.110)
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holds generally, not just for λ = 1, λ̄ = ∞ as we’ve seen in (2.101). We demon-
strate the case by using the two completeness relations of (2.90) to turn the op-
erators into numbers, and then recognize two Fourier representation of Dirac’s
δ function:

tr
{
· · ·

}
=
∫

dQ̄dP̄
2π

λ eiλ(P̄ − P ′)(Q̄−Q′)λ e−iλ(Q̄−Q′′)(P̄ − P ′′)

= 2π eiλ(Q′P ′ −Q′′P ′′)
∫

dP̄
2π

λ e−iλP̄ (Q′ −Q′′)
∫

dQ̄
2π

λ e−iλQ̄(P ′ − P ′′)

= 2π eiλ(Q′P ′ −Q′′P ′′)δ(Q′ −Q′′)δ(P ′ − P ′′)
= 2πδ(Q′ −Q′′)δ(P ′ − P ′′) , (2.111)

indeed. The equivalence of the λ and λ̄ versions of (2.109) is the subject matter
of homework assignment 12.

The basis seeds (2.109) can be characterized by the similarity transformations
they generate,

Q λ eiλP ;Q = λ eiλP ;Q (1− λ)Q or Q→ (1− λ)Q ,

P λ eiλP ;Q = λ eiλP ;Q (1− λ̄)P or P → (1− λ̄)P , (2.112)

which are scaling transformations essentially (but not quite because 1 − λ =
1/(1− λ̄) < 0 and the cases λ = 1 or λ̄ = 1 are particular). One verifies (2.112)
with the aid of identities such as

P λ eiλP ;Q =
1
i
∂

∂Q
eiλP ;Q =

[
P, eiλP ;Q

]
. (2.113)

Equations (2.112) by themselves determine the seed only up to an over-all factor,
and this ambiguity is removed by imposing the normalization to unit trace,

tr
{
λ eiλP ;Q

}
=
∫

dQ̄dP̄
2π

λ eiλP̄ Q̄ = 1 . (2.114)

The cases λ = 1, λ̄ → ∞ and λ → ∞, λ̄ = 1 are just the bases associated
with the Q,P -ordered and P,Q-ordered phase space functions that we discussed
above. Of particular interest is also the symmetric case of λ = λ̄ = 2 which has
the unique property that the two bases are really just one: The operator basis
underlying Wigner’s phase space function. Its seed (not seeds!) is Hermitian,
since λ = λ̄ = 2 in (2.109) implies

2 ei2P ;Q = 2 e−i2Q;P =
[
2 ei2P ;Q

]†
. (2.115)

It then follows, for example, that F = F † has a real Wigner function; in fact,
all of the well known properties of the much studied Wigner functions can be
derived rather directly from the properties of this seed (see [22] for details).
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For our immediate purpose we just need to know the following. When λ =
λ̄ = 2, the transformation (2.112) is the inversion

Q→ −Q , P → −P . (2.116)

For a† = 2−1/2(Q − iP ), a = 2−1/2(Q + iP ) this means that the number op-
erator a†a = 1

2 (Q2 + P 2 − 1) is invariant. Put differently, the Wigner seed
(2.115) commutes with a†a, it is a function of a†a: 2 ei2P ;Q = f(a†a). For
a, the inversion (2.116) requires af(a†a) = −f(a†a)a, and this combines with
af(a†a) = f(a†a+ 1)a to tell us that f(a†a+ 1) = −f(a†a). We conclude that

2 ei2P ;Q = 2(−1)a
†a = : 2 e−2a†a : (2.117)

after using the normalization (2.114) to determine the prefactor of 2,

tr
{

2(−1)a
†a
}

= 2
∞∑
n=0

(−1)n = 2
∞∑
n=0

(−x)n
∣∣∣∣
1>x→1

=
2

1 + x

∣∣∣∣
x→1

= 1 . (2.118)

The last, normally ordered, version in (2.117) of the Wigner seed shows the λ = 2
case of (2.72).

Perhaps the first to note the intimate connection between the Wigner func-
tion and the inversion (2.116) and thus to recognize that the Wigner seed is
(twice) the parity operator (−1)a

†a was Royer [23]. In the equivalent language
of the Weyl quantization scheme the analogous observation was made a bit ear-
lier by Grossmann [24]. A systematic study from the viewpoint of operator bases
is given in [22].

We use the latter form (2.117) to write an operator F (a†, a) in terms of its
Wigner function f(z∗, z),

F (a†, a) =
∫

dQ′ dP ′

2π
f(z∗, z) : 2 e−2

(
a† − z∗)(

a− z) : , (2.119)

where z∗ = 2−1/2(Q′ − iP ′) and z = 2−1/2(Q′ + iP ′) are understood, and

f(z∗, z) = tr
{
F (a†, a) : 2 e−2

(
a† − z∗)(

a− z) :
}

(2.120)

reminds us of how we get the phase space function by tracing the products with
the operators of the dual basis (which, we repeat, is identical to the expansion
basis in the λ = λ̄ = 2 case of the Wigner basis).

2.3.2 Completeness of the Eigenvectors of L
The stage is now set for a demonstration of the completeness of the damping
bases of Sect. 2.2.2. We will deal explicitly with the right eigenvectors ρ(k)

n of



2 Dissipative Master Equations 75

the Liouville operator L of (2.29) as obtained in (2.84) by expanding the gener-
ating function (2.73). Consider some arbitrary initial state ρt=0 and its Wigner
function representation

ρt=0 =
∫

dQ′ dP ′

2π
ρ(z∗, z) : 2 e−2

(
a† − z∗)(

a− z) : , (2.121)

where ρ(z∗, z) is the Wigner phase space function of ρt=0. Then, according to
Sect. 2.2.2, we have at any later time

ρt = eLtρt=0 =
∫

dQ′ dP ′

2π
ρ(z∗, z) :

1
κ(t)

e−
[
a† − α∗(t)

][
a− α(t)

]/
κ(t) :

(2.122)
with

κ0 = 1
2 , α0 = z , α∗

0 = z∗ (2.123)

in (2.79). In conjunction with (2.82), (2.84), and (2.85) this gives

ρt =
∞∑
n=0

∞∑
k=−∞

β(k)
n e−ikωt− (

n+ 1
2 |k|

)
Atρ(k)

n (2.124)

with

β(k)
n =

n!
(n+ |k|)!

(
−ν + 1

2

ν + 1

)n

×
∫

dQ′ dP ′

2π
ρ(z∗, z)z

1
2 (|k|+ k)L(|k|)

n

(
z∗z

ν + 1
2

)
z∗ 1

2 (|k| − k). (2.125)

But this is just to say that any given ρt has an expansion in terms of the ρ(k)
n

for all t – any ρt can be expanded in the right damping basis. Equation (2.124)
also confirms that the exponentials exp

(−ikωt − (
n + 1

2 |k|
)
At

)
= exp

(
λ

(k)
n t

)
constitute all possible time dependences that ρt might have. Clearly, then, the
λ

(k)
n ’s of (2.81) are all eigenvalues of L, indeed, and the right eigenvectors ρ(k)

n

of (2.84) are complete. The completeness of the left eigenvectors ρ̌(k)
n of (2.87)

can be shown similarly, or can be inferred from (2.88).
Note that this argument does not use any of the particular properties that

ρt=0 might have as a statistical operator. All that is really required is that
its Wigner function ρ(z∗, z) exists, and this is almost no requirement at all,
because only operators that are singularly pathological may not possess a Wigner
function. Such exceptions are of no interest to the physicist.

More critical are those operators ρt=0 for which the expansion is of a more
formal character because the resulting coefficients β(k)

n are distributions, rather
than numerical functions, of the parameters that are implicit in ρ(z∗, z). In
this situation the recommended procedure is to expand in terms of the left
eigenvectors ρ̌(k)

n instead of the right eigenvectors ρ(k)
n .
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The demonstration of completeness given here relies on machinery developed
in [20,21,22]. An alternative approach can be found in [25], where the case ω = 0,
ν = 0 is treated, but it should be possible to use the method for the general case
as well.

Note also that the time dependence in (2.122) is solely carried by the operator
basis, not by the phase space function. This is reminiscent of – and in fact closely
related to – the interaction-picture formalism of unitary quantum evolutions.
Owing to the non-unitary terms in L, those proportional to the decay rate A,
the evolution of ρt is not unitary in (2.122). Of course, one could also have a
description in which the operator basis does not change in time, but the phase
space function does. It then obeys a partial differential equation of the Fokker–
Planck type. Concerning these matters, the reader should consult the standard
quantum optics literature as well as special focus books such as [26].

2.3.3 Positivity Conservation

Let us now return to the question that we left in limbo in Sect. 2.1.2: Does the
master equation (2.29) preserve the positivity of ρt?

Suppose that ρt=0 is not a general operator but really a statistical operator.
Then the coefficients β(k)

n in (2.124) are such that the right-hand side is non-
negative for t = 0 and has unit trace. Since ρ(0)

0 is the steady state ρ(ss) of (2.38)
and ρ̌(0)

0 = 1l is the identity, we have

tr
{
ρ(k)
n

}
= tr

{
ρ̌
(0)
0 ρ(k)

n

}
= δn,0δk,0 (2.126)

as a consequence of (2.88), and

β(k)
n = tr

{
ρ̌(k)
n ρt=0

}
(2.127)

implies β(0)
0 = tr {ρt=0} = 1. So, all terms in (2.124) are traceless with the sole

exception of the time independent n = 0, k = 0 term, which has unit trace.
This demonstrates once more that the trace of ρt is conserved, as we noted in
Sect. 2.1.2 already.

The time independent n = 0, k = 0 term is also the only one in (2.124)
that is non-negative by itself. By contrast, the expectation values of ρ(k)

n are
both positive and negative if n > 0, k = 0 and even complex if k 	= 0. Now, since
ρt=0 ≥ 0, the n = 0, k = 0 term clearly dominates all others for t = 0, and then it
dominates them even more for t > 0 because the weight of ρ(0)

0 = ρ(ss) is constant
in time while the other ρ(k)

n ’s have weight factors that decrease exponentially
with t. We can therefore safely infer that the master equation (2.29) conserves
the positivity of ρt.
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2.3.4 Lindblad Form of Liouville Operators

The Liouville operator of (2.29) can be rewritten as

Lρ = iω[ρ, a†a] +
1
2
A(ν + 1)

(
[a, ρa†] + [aρ, a†]

)

+
1
2
Aν

(
[a†, ρa] + [a†ρ, a]

)
(2.128)

and then it is an example of the so-called Lindblad form of Liouville operators.
The general Lindblad form is

Lρ =
i
�
[ρ,H] +

∑
j

(
[V †
j , ρVj ] + [V †

j ρ, Vj ]
)

(2.129)

where H = H† is the Hermitian Hamilton operator that generates the unitary
part of the evolution. Clearly, any L of this form will conserve the trace, but the
requirement of trace conservation would also be met if the sum were subtracted
in (2.129) rather than added. As Lindblad showed [27], however, this option is
only apparent: all terms of the form [V †

j , ρVj ] + [V †
j ρ, Vj ] in a Liouville operator

must come with a positive weight. He further demonstrated that all L’s of the
form (2.129) surely conserve the positivity of ρ provided that all the Vj ’s are
bounded. This fact has become known as the Lindblad theorem. (Theorem 12 in
Sect. 4.9 is a mathematically precise statement of the theorem for action to the
left.) In the case that some Vj is not bounded, positivity may be conserved or
not. A proof of the Lindblad theorem is far beyond the scope of these lectures.
Reference [28] is perhaps a good starting point for the reader who wishes to
learn more about these matters, and [29] is a recent monograph that deals with
various mathematical aspects. We must in fact recognize that (2.128) is obtained
with

V1 =
√

1
2A(ν + 1) a† , V2 =

√
1
2Aν a (2.130)

in (2.129) and these are actually not bounded so that the Lindblad theorem does
not apply. Fortunately, we have other arguments at hand, namely the ones of
Sect. 2.3.3, to show that the master equation (2.29) conserves positivity.

But while we are at it, let’s just give a little demonstration of what goes
wrong when a master equation is not of the Lindblad form. Take

∂

∂t
ρt = V V †ρt − 2V †ρtV + ρtV V

† , (2.131)

for example, and assume that the initial state is pure, ρt=0 = |ψ0〉〈ψ0|. Then we
have at t = dt > 0

ρt=dt = ρt=0 + dt
∂ρt
∂t

∣∣∣∣
t=0

= |ψ0〉〈ψ0|+ dt
(|ψ2〉〈ψ0| − 2|ψ1〉〈ψ1|+ |ψ0〉〈ψ2|

)
,

(2.132)
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where |ψ1〉 = V †|ψ0〉 and |ψ2〉 = V V †|ψ0〉. Choose |ψ0〉 such that 〈ψ1|ψ0〉 = 0
and 〈ψ1|ψ2〉 = 0, and calculate the probability for |ψ1〉 at time t = dt,

〈ψ1|ρt=dt|ψ1〉
〈ψ1|ψ1〉 = −2dt < 0 ! (2.133)

Positivity is violated already after an infinitesimal time step and, therefore,
(2.131) is not really a master equation.

Homework Assignments

12 Show the equivalence of the λ and λ̄ versions of (2.109).
13 If F = f1(Q;P ) = f2(P ;Q), what is the relation between f1(Q′, P ′) and

f2(P ′, Q′)?
14 Consider Γ = 1

2 (QP + PQ), the generator of scaling transformations. For
real numbers µ, write eiµΓ in Q,P -ordered and P,Q-ordered form.

15 Find the Wigner function of the number operator a†a.
16 Construct an explicit (and simple!) example for (2.131)–(2.133), that is: spec-

ify V and |ψ0〉.

2.4 Fourth Lecture: Quantum-Optical Applications

Single atoms are routinely passed through high-quality resonators in experiments
performed in Garching and Paris, much like it is depicted in Fig. 2.1; see the
review articles [30,?,?,?,34] and the references cited in them. In a set-up typical
of the Garching experiments, the atoms deposit energy into the resonator and
so compensate for the losses that result from dissipation. The intervals between
the atoms are usually so large that an atom is long gone before the next one
comes, so that at any time at most one atom is inside the cavity, all other
cases being extremely rare. And, therefore, the fitting name “one-atom maser”
or “micromaser” has been coined for this system.

The properties of the steady state of the radiation field that is established in
the one-atom maser are determined by the values of several parameters of which
the photon decay rate A, the thermal photon number ν, and the atomic arrival
rate r are the most important ones. Rare exceptions aside, an atom is entangled
with the photon mode after emerging from the cavity and it becomes entangled
with the next atom after that has traversed the resonator. As a consequence,
measurements on the exiting atoms reveal intriguing correlations which are the
primary source of information of the photon state inside the cavity. A wealth of
phenomena has been studied in these experiments over the last 10–15 years, and
we look forward to seeing many more exciting results in the future.

2.4.1 Periodically Driven Damped Oscillator

To get an idea of the theoretical description of such experiments and to show
a simple, yet typical, application of the damping bases of Sect. 2.2 without,
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however, getting into too much realistic detail, we will consider the follow-
ing somewhat idealized scenario. The atoms come at the regularly spaced in-
stants t = . . . ,−2T,−T, 0, T, 2T, . . . and each atom effects a quasi-instantaneous
change of the field of the cavity mode (≡ the oscillator) that is specified by a
“kick operator” K which is such that

ρjT−0 → ρjT+0 = (1 +K)ρjT−0 (2.134)

states how ρt changes abruptly at t = jT (j = 0,±1,±2, . . . ). Physically speak-
ing, this abruptness just means that the time spent by an atom inside the res-
onator is very short on the scale set by the decay constant A.

The evolution between the kicks follows the master equation (2.29). We have

∂

∂t
ρt = Lρt +K

∑
j

δ(t− jT )ρt−0 (2.135)

as a formal master equation that incorporates the kicks (2.134). The Lρt term
accounts for the decay of the photon field in the resonator. In Sect. 2.1.1 we
derived the form of L by pretending that the dissipation is the result of a very
weak interaction with very many atoms. But, of course, this model must not be
regarded as the true physical mechanism. Actually, the loss of electromagnetic
energy is partly caused by leakage through the cavity openings (through which
the atoms enter and leave) and partly by the ohmic resistance from which the
currents suffer that are induced on the surface of the conducting walls. The
ohmic losses are kept very small by fabricating the cavity from superconducting
metal (niobium below its critical temperature).

Thus, the term Lρt in (2.135) has nothing to do with the atoms that the
experimenter passes through the resonator in a micromaser experiment. These
atoms interact strongly with the photons and give rise to the kick operator
K. Figure 2.4 shows what to expect under the circumstances to which (2.135)
refers. The mean number of excitations,

〈
a†a

〉
t
, decays between the kicks (solid

line) in accordance with (2.32) and changes abruptly when a kick happens
(vertical dashed − − − lines at At = 0.4, 0.8, 1.2, . . . ). After an initial period,
which lasts about a dozen kicks in Fig. 2.4, the cyclically steady state ρ(css)

t is
reached whose defining property is that it is the periodic solution of (2.135),

ρ
(css)
t+T = ρ

(css)
t . (2.136)

Its value just before a kick is determined by

ρ
(css)
t=−0 = eLT ρ(css)

t=+0 = eLT (1 +K)ρ(css)
t=−0 , (2.137)

and we have
ρ
(css)
t = eLtρ(css)

t=+0 = e−L(T − t)ρ(css)
t=−0 (2.138)

for 0 < t < T , that is: between two successive kicks.
In passing, it is worth noting that a recent experiment [35], in which photon

states of a definite photon number (Fock states) were prepared in a micromaser,
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Fig. 2.4. Mean number of excitations of a periodically kicked oscillator; see text

used a periodic scheme for pumping and probing. The theoretical analysis [36]
benefitted from damping-bases techniques.

The fine detail that we see in Fig. 2.4 is usually not of primary interest,
partly because experiments tend to not resolve it. For example, if one asks how
long it takes to reach the cyclically steady state, all one needs to know is the
time-averaged behavior of the smooth dash-dotted − · − · − lines in Fig. 2.4. In
the cyclically steady state, the meaning of “time-averaged” is hardly ambiguous,
we simply have

ρ̄(ss) =
1
T

∫ T

0
dt ρ(css)

t , (2.139)

where it does not matter over which time interval we average as long as it
covers one or more periods of ρ(css)

t . The periodicity (2.136) of ρ(css)
t implies that

∂ρ
(css)
t /∂t is zero on average and, therefore, we obtain

Lρ̄(ss) +
1
T
Kρ(css)

t=−0 = 0 (2.140)

when time averaging (2.135). When combined with what we get upon using
(2.138) in (2.139),

ρ̄(ss) =
1− e−LT
LT ρ

(css)
t=−0 , (2.141)

it yields the equation that determines ρ̄(ss),

Lρ̄(ss) +K L
1− e−LT

ρ̄(ss) = 0 . (2.142)

For K = 0, it is of course solved by ρ(ss) = ρ
(0)
0 of (2.38).
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A master equation for the time-averaged evolution, that is: an equation
obeyed by the time-averaged statistical operator ρ̄t, cannot be derived from
(2.135) for the same reasons for which one cannot derive the macroscopic Maxwell
equations from the microscopic ones. But they can be inferred with physical ar-
guments that are more than just reasonably convincing. The task is actually
easier here because we have to deal with temporal averages only whereas one
also needs spatial averages in the case of electromagnetism.

Imagine, then, that a linear time average is taken of (2.135),

∂

∂t
ρ̄t = Lρ̄t +K (?) ρ̄t , (2.143)

where (?) ρ̄t is the ill-determined average of the summation in (2.135) that ac-
counts for the periodic kicks (2.134). We require, of course, that ρ̄(ss) is the
steady state of (2.143). In view of (2.142), this requirement settles the issue [37],

∂

∂t
ρ̄t = Lρ̄t +K L

1− e−LT
ρ̄t , (2.144)

which we now accept as the master equation that describes the time-averaged
evolution. This is another case where an equation is ultimately justified by its
consequences.

We run a simple, but important consistency check on (2.144). If the spacing
T between the atoms decreases, T → 0, and also the effect of a single atom,
K = pM with p → 0, such that their ratio r = p/T is constant, then the
situation should be equivalent to that of Poissonian arrival statistics with rate
r and each atom effecting a kick M. Indeed, (2.144) turns into

∂

∂t
ρ̄t = Lρ̄t + rMρ̄t , (2.145)

as it should, because this is the familiar Scully–Lamb equation that is known to
apply in the case of Poissonian statistics. Thus, with K = rTM in (2.144) we
obtain a master equation,

∂

∂t
ρ̄t = Lρ̄t + rM LT

1− e−LT
ρ̄t , (2.146)

that interpolates between the Poissonian Scully–Lamb limit of T = 0 and that
of highly regular arrival times, T = 1/r.

The damping bases associated with L are the crucial tool for handling (2.144).
We write

ρ̄t =
∞∑
n=0

∞∑
k=−∞

ᾱ(k)
n (t)ρ(k)

n (2.147)

and obtain differential equations for the numerical coefficients ᾱ(k)
n ,

ᾱ(k)
n (t) = tr

{
ρ̌(k)
n ρ̄t

}
, (2.148)
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by exploiting

f(L)ρ(k)
n = f

(
λ(k)
n

)
ρ(k)
n , λ(k)

n = −ikω − (n+ 1
2 |k|)A , (2.149)

which holds for any function f(L) simply because ρ(k)
n is the right eigenvector

of L to eigenvalue λ(k)
n . In this way, (2.144) implies

d
dt
ᾱ(k)
n = λ(k)

n ᾱ(k)
n +

∑
n′,k′
K(k,k′)
n,n′

λ
(k′)
n′

1− e−λ
(k′)
n′ T

ᾱ
(k′)
n′ (2.150)

where
K(k,k′)
n,n′ = tr

{
ρ̌(k)
n Kρ(k′)

n′

}
(2.151)

is the matrix representation of the kick operator K in the damping bases. The
seemingly troublesome ratio in (2.144) is not a big deal anymore in (2.150),
where

λ

1− e−λT

∣∣∣∣
λ→λ

(0)
0 =0

=
1
T
, (2.152)

of course.
Let us illustrate this for the particularly simple kick operator specified by

Kρ = p

(
a† 1√

aa†
ρ

1√
aa†

a− ρ
)

with 0 ≤ p ≤ 1 , (2.153)

which describes the over-idealized situation in which an atom adds one photon
with probability p and does nothing with probability 1− p. Here,

K(k,k′)
n,n′ = δk,k′K(k,k)

n,n′ (2.154)

so that the evolution does not mix ᾱ
(k)
n ’s of different k values. As a further

simplification it is therefore permissible to just consider the k = 0 terms. For
ν = 0 (homework assignment 17 deals with ν > 0), the generating functions
(2.55) and (2.58) give

∞∑
m,n=0

ymK(0,0)
m,n x

n = tr


(1 + y)a

†aK 1
1 + x

(
x

1 + x

)a†a



=
py

1− xy =
∞∑
n=0

pyn+1xn , (2.155)

where we let K act to the left,

(1 + y)a
†aK = py(1 + y)a

†a , (2.156)

and recall the trace evaluation of (2.64). We find

K(0,0)
m,n = pδm,n+1 , (2.157)
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and the equation for ᾱ(0)
n (t) then has the explicit form

d
dt
ᾱ(0)
n = −nAᾱ(0)

n + p
(n− 1)A

e(n− 1)AT − 1
ᾱ

(0)
n−1 . (2.158)

This differential recurrence relation is solved successively by

ᾱ
(0)
0 (t) = tr {ρ̄t} = 1 ,

ᾱ
(0)
1 (t) =

〈
a†a

〉
t
=
〈
a†a

〉
∞ +

(〈
a†a

〉
0 −

〈
a†a

〉
∞
)

e−At ,

ᾱ
(0)
2 (t) =

1
2
〈
a†2

a2〉
t
=

1
2
〈
a†2

a2〉
∞ +

1
2

(〈
a†2

a2〉
0 −

〈
a†2

a2〉
∞

)
e−2At

+
〈
a†2

a2〉
∞

(〈
a†a

〉
0〈

a†a
〉

∞
− 1

)(
e−At − e−2At

)
(2.159)

and so forth, where
〈
a†a

〉
∞ =

p

AT
,

〈
a†2

a2〉
∞ =

p

AT

p

eAT − 1
, . . . (2.160)

are the expectations values in the time-averaged steady state ρ̄(ss).
Actually, Fig. 2.4 just shows this

〈
a†a

〉
t

for p = 0.7 and AT = 0.4, so
that

〈
a†a

〉
∞ = 1.75 and the approach to this asymptotic value is plotted for〈

a†a
〉
0 = 0, 0.35, 0.7 by the three dash-dotted −·−·− curves. The time-averaged

value of
〈
a†a

〉
t
is not well defined at t = 0, the instant of the first kick, any value

in the range 0 · · · 0.7 can be justified equally well. The memory of this arbitrary
initial value is always lost quickly.

2.4.2 Conditional and Unconditional Evolution

Let us now be more realistic about the effect an atom has on the photon state. In
fact, we have worked that out already in Sect. 2.1 for the case of atoms incident
in state � or in state � and a resonant Jaynes–Cummings coupling between
the photons and the atoms. For the theoretical description of many one-atom
maser experiments this is actually quite accurate, and it will surely do for the
purpose of these lectures.

Since the atoms should deposit energy into the resonator as efficiently as
possible, they are prepared in the � state. The net effect of a single atom is
then available in (2.25), which we now present conveniently as

Mρt = Aρt + Bρt − ρt = (A+ B − 1)ρt (2.161)

with

Aρt = a†
sin

(
φ
√
aa†

)
√
aa†

ρt
sin

(
φ
√
aa†

)
√
aa†

a ,

Bρt = cos
(
φ
√
aa†

)
ρt cos

(
φ
√
aa†

)
. (2.162)
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Fig. 2.5. The final state of the exiting atom is detected: Is it � or � ?

As the derivation in Sect. 2.1 shows, the term Aρt corresponds to the atom
emerging in state � , and likewise Bρt refers to � . Accordingly, the respective
probabilities for the final atom states � and � are

prob( � → � ) = tr {Aρt} , prob( � → � ) = tr {Bρt} , (2.163)

and the probabilities p
�
, p � that the state-selective detection of Fig. 2.5 finds

the atom in � or � are

p
�

= η
�

tr {Aρt} , p � = η � tr {Bρt} , (2.164)

respectively, where η
�
, η � are the detection efficiencies.

The effect on the photon state of an atom traversing the cavity at time t can,
therefore, be written as

ρt → η
�
Aρt + η � Bρt +

[
(1− η

�
)Aρt + (1− η � )Bρt

]
(2.165)

where the three terms correspond to detecting the atom in state � , detecting it
in state � , and not detecting it at all. The probability for the latter case is

prob(no click) = tr
{
(1− η

�
)Aρt + (1− η � )Bρt

}
= 1− tr {Cρt} , (2.166)

where we recognize that

prob( � → � ) + prob( � → � ) = tr {(A+ B)ρt} = 1 (2.167)

and introduce the click operator C,

C = η
�
A+ η � B . (2.168)

We take for granted that the atoms arrive with rate r at statistically indepen-
dent instants (Poissonian arrival statistics once more). The change of ρt brought
about by a single undetected atom is

∆ρt

∣∣∣
undetected atom

=
(A+ B − C)ρt
1− tr {Cρt} − ρt , (2.169)

where the numerator is just the third term of (2.165) and the denominator is its
trace. We multiply this with the probability that there is an atom between t and
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t + dt, which is rdt, and with the probability that the atom escapes detection,
which is given in (2.166) and equal to the denominator in (2.169), and so get

dt
∂ρt
∂t

∣∣∣
undetected atoms

= rdt
[
(A+ B − C)ρt − ρt + tr {Cρt} ρt

]
. (2.170)

We combine it with (2.29),

∂ρt
∂t

∣∣∣
photon decay

= Lρt , (2.171)

to arrive at

∂

∂t
ρt =

[L+ r(A+ B − 1)
]
ρt − r

[C − tr {Cρt}
]
ρt , (2.172)

the master equation that applies between detection events. Owing to the term
that involves the click probability tr {Cρt}, this is a nonlinear master equation
unless η

�
= η � ≡ η when tr {Cρt} = η for all ρt. Fortunately, the nonlinearity

is of a very mild form, since we can write (2.172) as

∂

∂t
ρt = Lηρt − tr {Lηρt} ρt (2.173)

with the linear operator Lη given by

Lη = L+ r(A+ B − 1)− rC = L+ rM− rC , (2.174)

and then solve it by

ρt =
eLηtρt=0

tr
{

eLηtρt=0

} . (2.175)

In effect, we can just ignore the second term in (2.173), evolve ρt linearly from
ρt=0 to eLηtρt=0, and then normalize this to unit trace. The normalization is
necessary because Lη by itself does not conserve the trace, except for η

�
= η � =

0. As we will see in the fifth lecture, the normalizing denominator of (2.175) has
a simple and important physical significance; see Sect. 2.5.2.

Note that there is a great difference between the situation in which the atoms
are not observed (you don’t listen) and the situation in which they are not
detected (you listen but you don’t hear anything). The evolution of the photon
field with unobserved atoms is the C = 0 version of (2.172) that obtains for
η

�
= η � = 0, which is just the Scully–Lamb equation (2.145) withM of (2.161).

It describes the unconditional evolution of the photon state. By contrast, if the
atoms are under observation but escape detection, the nonlinear master equation
(2.172) or (2.173) applies. It describes the conditional evolution of the photon
state, conditioned by the constraint that there are no detection events although
detection is attempted.

The difference between conditional and unconditional evolution is perhaps
best illustrated in the extreme circumstance of perfectly efficient detectors, η

�
=
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η � = 1, when no atom escapes detection. Then (2.172) turns into (2.171) – as it
should because “between detection events” is tantamount to “between atoms”
if every atom is detected. More generally, if the detection efficiency is the same
for � and � , η

�
= η � = η, so that each atom is detected with probability η,

we have
∂

∂t
ρt =

[L+ (1− η)rM]
ρt (2.176)

for the evolution between detection events. This is the Scully–Lamb equation
with the actual rate r replaced by the effective rate (1−η)r, the rate of undetected
atoms.

2.4.3 Physical Significance of Statistical Operators

The master equation (2.172) is the generalization of (2.176) that takes into
account that � atoms are not detected with the same efficiency as � atoms.
This asymmetry may originate in actually different detection devices or – and
this is in fact the more important situation – it is a consequence of the question
we are asking.

Assume, for example, that the � detector clicked at t = 0 and you want to
know how probable it is that the next click of the � detector occurs between
t and t + dt. Clicks of the � detector are of no interest to you whatsoever.
In an experiment you would just ignore them because they have no bearing on
your question. The same deliberate ignorance enters the theoretical treatment:
you employ (2.172) with η � = 0 in the click operator (2.168) irrespective of
the actual efficiency of the � detector used in the experiment. Likewise if your
question was about the next click of the � detector you would have to put
η

�
= 0 in (2.168).
All of this is well in accord with the physical significance of the statistical

operator ρt: it serves the sole purpose of enabling us to make correct predictions
about measurement at time t, in particular about the probability that a certain
outcome is obtained if a measurement is performed. Such probabilities are al-
ways conditioned, they naturally depend on the constraints to which they are
subjected. Therefore, it is quite possible that two persons have different statisti-
cal operators for the same physical object because they take different conditions
into account.

Let us illustrate this point by a detection scheme that is simpler, and more
immediately transparent, than the standard one-atom maser experiment speci-
fied by A and B of (2.162). Instead we take

Aρt =
1 + (−1)a

†a

2
ρt

1 + (−1)a
†a

2
,

Bρt =
1− (−1)a

†a

2
ρt

1− (−1)a
†a

2
, (2.177)

which can be realized by suitably prepared two-level atoms that have a non-
resonant interaction with the photon field and a suitable manipulation prior to
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detecting � or � [38]. What is measured in such an experiment is the value of
(−1)a

†a, the parity of the photon state. Detecting the atom in state � indicates
even parity, (−1)a

†a = 1, and a � click indicates odd parity, (−1)a
†a = −1.

Now consider the four cases of Figs. 2.6 and 2.7. They refer to parity mea-
surements on a one-atom maser that is not pumped (no resonant � atoms are
sent through) with ν = 2 (an atypically large number of thermal photons for a
micromaser experiment) and r/A = 10. The plots show the period t = 0 · · · 100/r
of the simulated experiment. In Fig. 2.6 we see the parity expectation value as a
function of t, and in Fig. 2.7 we have the expectation value of the photon number.
The solid lines are the actual values, the vertical dashed −−− lines guide
the eye through state-reduction jumps, and the horizontal dash-dotted − ·− ·−
lines indicate the steady state values

〈
(−1)a

†a〉(ss) =
1
5
,

〈
a†a

〉(ss) = 2 . (2.178)

On average, 100 atoms traverse the resonator in this time span, the actual num-
ber is 108 here, of which 67 emerge in state � (even parity) and 41 in state
� (odd parity). The final state is � for 60% of the atoms on average, and
� for 40%. The values chosen for the detection efficiencies are η

�
= 10% and

η � = 15% so that each detector should register 6 atoms on average in a period
of this duration. In fact, 7 � clicks occurred (when rt=38.51, 44.80, 49.52, 53.07,
72.05, 76.41, and 76.75) and 5 � clicks (when rt=3.88, 85.81, 86.09, 94.12, and
94.90).

Experimenter Bob pays no attention to the even-parity clicks of the � de-
tector, he is either not aware of them or has reasons to ignore them deliber-
ately. Therefore he uses the nonlinear master equation (2.173) with η

�
= 0 and

η � = 0.15 for the evolution between two successive clicks of the � detector, and
performs the state reduction

ρt → Bρt
tr {Bρt} (2.179)

whenever a � click happens. For example, to find the statistical operator ρt=60/r
and then the expectation values

Bob, rt = 60 :
〈
(−1)a

†a〉 = 0.1920 ,
〈
a†a

〉
= 1.787 , (2.180)

he applies (2.179) to the � click at rt = 3.88, the only one between rt = 0
and rt = 60. Bob’s ρt=0 is the steady state ρ(ss) of the Scully–Lamb equation,
consistent with his knowledge that the experiment has been running long enough
to have lost memory of its early history. For (2.177), ρ(ss) is actually the thermal
state (2.38), here with ν = 2. Bob’s detailed accounts are reported in Figs. 2.6b
and 2.7b.

Similarly, Figs. 2.6c and 2.7c show what Chuck has to say who pays no
attention to � clicks, but keeps a record of � clicks. He uses (2.173) with
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η
�

= 0.1 and η � = 0 for the evolution between two successive � clicks and
performs the state reduction

ρt → Aρt
tr {Aρt} (2.181)

for each � click. To establish

Chuck, rt = 60 :
〈
(−1)a

†a〉 = 0.3042 ,
〈
a†a

〉
= 1.599 (2.182)

he has to do this for the four clicks prior to t = 60/r. Chuck uses the same ρt=0 as
Bob, of course, because both have the same information about the preparation.

And then there is Doris who pays full attention to all detector clicks. She uses
(2.173) with η

�
= 0.1 and η � = 0.15 between successive clicks, does (2.181) for

� clicks and (2.179) for � clicks, and arrives at

Doris, rt = 60 :
〈
(−1)a

†a〉 = 0.2995 ,
〈
a†a

〉
= 1.390 . (2.183)

Her account is shown in Figs. 2.6d and 2.7d.
For the sake of completeness, we also have Figs. 2.6a and 2.7a, where state

reductions are performed for each atom, whether detected or not, and the η
�

=
η � = 0 version of (2.173) – the “between atoms” equation (2.171) – applies
between the reductions. What is obtained in this manner is of no consequence,
however, because it incorporates data that are never actually available.

Why, then, do we show Figs. 2.6a and 2.7a at all? Because one might think
that they report the “true state of affairs” so that

all atoms, rt = 60 :
〈
(−1)a

†a〉 = 0.4818 ,
〈
a†a

〉
= 1.189 (2.184)

would be the “true expectation values” of (−1)a
†a and a†a at t = 60/r. And

then one would conclude that the accounts given by Bob, Chuck, and Doris are
wrong in some sense. In fact, all three give correct, though differing accounts,
and the various predictions for t = 60/r in (2.180), (2.182), and (2.183) are all
statistically correct. For, if you repeat the experiment very often you will find
that Bob’s expectation values are confirmed by the data, and so are Chuck’s,
and so are Doris’s.

But, of course, when extracting
〈
a†a

〉
t=60/r, say, from the data of the very

many runs, you must take different subensembles for checking Bob’s predictions,
or Chuck’s, or Doris’s. Bob’s prediction (2.180) refers to the subensemble char-
acterized by a single � click at rt = 3.88 and no other � click between rt = 0
and rt = 60, but any number of � clicks. Likewise, Chuck’s prediction (2.182) is
about the subensemble that has � clicks at rt=38.51, 44.80, 49.52, and 53.07, no
other � clicks and any number of � clicks. And Doris’s subensemble is specified
by having this one � click, these four � clicks, and no other clicks of either kind.
By contrast, no experimentally identifiable ensemble corresponds to Figs. 2.6a
and 2.7a; they represent sheer imagination, not phenomenological reality.
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In summary, although it is the same physical object (the privileged mode of
the resonator) that Bob, Chuck, and Doris make predictions about, they regard
it as a representative of different ensembles, which are respectively characterized
by the information taken into account. This illustrates the basic fact that a
statistical operator is just an encoding of what we know about the system.
Depending on the question we are asking, we may even have to ignore some
of the information deliberately. The appropriate ρt is the one that pays due
attention to the pertinent conditions under which we wish to make statistical
predictions. Different conditions simply require different statistical operators.
That there are several ρt’s for the same physical object is then not bewildering,
but rather expected.

The ensembles that Bob, Chuck, and Doris make statements about need not
be, and usually are not, real ensembles created by many repeated runs of the
experiment (or, since the system is ergodic – see [39,40] and Sect. 4.10 – perhaps
a single run of very long duration). Rather, they are Gibbs ensembles in the
standard meaning of statistical mechanics: imagined ensembles characterized by
the respective constraints and consistent weights. The constraints are duly taken
into account by the nonlinear master equation (2.173).

We should also mention that Bob’s ρt is consistent with Chuck’s and Doris’s
by construction. If we didn’t know how they arrive at their respective statisti-
cal operators we might wonder how we could verify that the three ρt’s do not
contradict each other. Consult [41,42,43] if you find the question interesting.

Homework Assignments

17 Show that

∞∑
m=0

ymρ̌(0)
m =

1 + ν

1 + ν + νy

(
1 +

y

1 + ν + νy

)a†a
(2.185)

is the ν > 0 generalization of (2.58), then use this and (2.54) to find the
ν > 0 version of (2.157).

18 State the ν > 0 version of (2.158) and solve the equations for n = 0, 1, 2.
19 Take the Scully–Lamb limit of (2.158), that is: T → 0 after putting p = rT ,

and find the steady state values of all ᾱ(0)
n ’s.

20 Evaluate ρ̄(ss) =
∞∑
n=0

ᾱ(0)
n ρ(0)

n for these ᾱ(0)
n ’s. You should obtain

ρ̄(ss) =
1

ν + 1

(
ν

ν + 1

)a†a
L(0)

a†a

(
− r

νA

)
e−r/A . (2.186)

In which sense is this yet another generating function for the ρ(0)
n ’s? What

do you get for ν → 0?
21 Verify (2.167) for A and B of (2.162).
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22 Show that

Mf(a†a) =
[
sin

(
φ
√
a†a

)]2
f(a†a− 1)−

[
sin

(
φ
√
a†a+ 1

)]2
f(a†a)

(2.187)
for M of (2.161), then combine this with (2.35) to find the steady state of
the Scully–Lamb equation (2.145). You should get

ρ(ss) = N

a†a∏
n=1

[
ν

ν + 1
+

r/A

ν + 1

(
sin (φ

√
n )√

n

)2
]

(2.188)

as the steady state of the one-atom maser. What is the physical significance
of the normalization factor N? How do you determine it?

23 Differentiate ρt of (2.175) to verify that it solves (2.173).
24 In addition to Bob, Chuck, and Doris, there is also Alice who pays attention

to all detector clicks but doesn’t care which detector fires. Which version of
(2.173) does she employ, and how does she go about state reduction?

25 (a) Since you found Sect. 2.4.3 very puzzling, read it again.
(b) If you are still puzzled, repeat (a), else proceed with (c).
(c) Convince your favorite skeptical colleague that there can be different,
but equally consistent, statistical operators for the same object.

2.5 Fifth Lecture: Statistics of Detected Atoms

A one-atom maser is operated under steady-state conditions. What is the prob-
ability to detect a � atom between t and t+ dt? It is

rdt η
�

tr
{
Aρ(ss)

}
, (2.189)

the product of the probability rdt of having an atom in this time interval (r > 0
is taken for granted from here on) and the probability η

�
tr
{Aρ(ss)

}
that the

� detector clicks if there is an atom. Similarly,

rdt η � tr
{
Bρ(ss)

}
(2.190)

is the probability for a � click between t and t + dt. What multiplies rdt here
are the traces of the first and the second term of (2.165), respectively. The third
term gave us the no-click probability (2.166).

The a priori probabilities (2.189) and (2.190) make no reference to other
detection events. But the detector clicks are not statistically independent. For
the example of the parity measurements of Sect. 2.4.3, you can see this very
clearly in Fig. 2.6d, where the even-parity clicks and the odd-parity clicks come
in bunches. This bunching is easily understood: a � click is accompanied by the
state reduction (2.181) so that ρt is an even-parity state immediately after a �

click and, therefore, the next atom is much more likely to encounter even parity
than odd parity. The detection of the first atom conditions the probabilities for
the second atom, and for all subsequent ones as well.
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2.5.1 Correlation Functions

Perhaps the simplest question one can ask in this context is: Given that a �

atom was detected at t = 0, what is now the probability to detect a � atom
between t and t + dt? Since detection events that occur earlier than t are not
relevant here, we must use (2.173) with η

�
= η � = 0 to propagate ρt=0 to ρt,

ρt = eL0tρt=0 (2.191)

where
L0 = Lη

∣∣∣
η·=η·=0

= L+ r(A+ B − 1) (2.192)

is the Liouville operator of the Scully–Lamb equation that determines the steady
state,

L0ρ
(ss) = 0 , lim

t→∞
eL0tρt=0 = ρ(ss) . (2.193)

The denominator of (2.175) equals unity here because L0 conserves the trace,

tr
{

eL0tρt=0

}
= tr {ρt=0} = 1 . (2.194)

With

ρt=0 =
Aρ(ss)

tr
{Aρ(ss)

} (2.195)

accounting for the initial � click at t = 0 (which, under steady-state conditions,
is really any instant), the probability for a � click at t · · · t+ dt is then

rdt η � tr
{
B eL0tρt=0

}
= rdt

tr
{
B eL0tAρ(ss)

}
tr
{Aρ(ss)

} . (2.196)

If t is very late, the memory of the initial state gets lost and (2.196) becomes
equal to the a priori probability (2.190). The ratio of the two probabilities,

G
�

� (t) =
tr
{
B eL0tAρ(ss)

}
tr
{Bρ(ss)

}
tr
{Aρ(ss)

} , (2.197)

is the correlation function for � clicks after � clicks. There are no correlations if
G

�
� = 1, positive correlations if G

�
� > 1, negative correlations if G

�
� < 1.

The bunching of Fig. 2.6d shows strong negative �

� correlations (odd after
even) at short times.

Likewise, if we ask about � clicks after � clicks, we get

G �
�
(t) =

tr
{
A eL0tBρ(ss)

}
tr
{Aρ(ss)

}
tr
{Bρ(ss)

} , (2.198)
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Fig. 2.8. Correlation functions for parity measurements on an unpumped resonator.
The solid line shows the even-even correlation function G

� �
(t), the dashed

− − − line the odd-odd correlation function G � � (t), and the dash-dotted − · − · −
line the cross correlations G

�
� (t) = G �

�
(t). The plot is for ν = 2 in the expressions

given in (2.204) and (2.205)

and we have

G
� �

(t) =
tr
{
A eL0tAρ(ss)

}
[
tr
{Aρ(ss)

}]2 , G � � (t) =
tr
{
B eL0tBρ(ss)

}
[
tr
{Bρ(ss)

}]2 , (2.199)

for the correlation functions of clicks of the same kind. Note that the detection
efficiencies η

�
, η � do not enter the correlation functions (2.197)–(2.199). This

is a result of normalizing the conditional probabilities to the unconditional ones.
But see homework assignment 26.

As an example we take once more the parity measurements of Figs. 2.6 and
2.7, for which A,B are given in (2.177) so that L0 = L. Then ρ(ss) is the thermal
state of (2.38) and the a priori probabilities are

tr
{
Aρ(ss)

}
=

1
2

+
1
2
〈
(−1)a

†a〉(ss) =
ν + 1
2ν + 1

,

tr
{
Bρ(ss)

}
=

1
2
− 1

2
〈
(−1)a

†a〉(ss) =
ν

2ν + 1
. (2.200)

For ν = 0, there are no odd-parity clicks of the � detector and, therefore, we
will only consider the case of ν > 0. Since

Aρ(ss)

Bρ(ss)

}
=

1
2
ρ(ss) ± 1

2
1

ν + 1

(
− ν

ν + 1

)a†a
, (2.201)
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we have
eL0t(A+ B)ρ(ss) = ρ(ss) (2.202)

and
eL0t(A− B)ρ(ss) =

1
2ν + 1

λ(t)
[
1− λ(t)

]a†a
, (2.203)

where λ(t) is given in (2.49) with λ(0) = (2ν + 1)/(ν + 1). The numerators of
(2.197)–(2.199) are then easily evaluated and we obtain

G
�

� (t) = G �
�
(t) = 1−

[
1 + (2ν + 1)2( eAt − 1)

]−1
(2.204)

and

G
� �

(t) = 1 +
ν

ν + 1

[
1 + (2ν + 1)2( eAt − 1)

]−1
,

G � � (t) = 1 +
ν + 1
ν

[
1 + (2ν + 1)2( eAt − 1)

]−1
. (2.205)

The cross correlations of (2.204) vanish at t = 0 (no even-parity click immediately
after an odd-parity click and vice versa) and increase monotonically toward 1.
The two same-click correlation functions of (2.205) are always larger than 1 and
decrease monotonically from their t = 0 values

G
� �

(t = 0) =
2ν + 1
ν + 1

, G � � (t = 0) =
2ν + 1
ν

, (2.206)

which exceed unity and so confirm the bunching observed in Fig. 2.6d. For ν = 2,
the parameter value of Figs. 2.6 and 2.7, the correlation functions are plotted in
Fig. 2.8.

Data of actual measurements of correlation functions for atoms emerging
from a real-life micromaser are reported in [44], for example. Theoretical values
for some related quantities, such as the mean number of successive detector clicks
of the same kind, agree very well with the experimental findings.

2.5.2 Waiting Time Statistics

Here is a different question: A � click happened at t = 0, what is the probability
that the next � clicks occurs between t and t + dt? In marked contrast to the
question asked before (2.191), we are now not interested in any later click, but
in the next click, and this just says that there are no other � clicks before t.
Since we ignore deliberately all � clicks at intermediate times, we have to use
(2.173) with η � = 0 in the click operator C of (2.168).

We introduce the following quantities:

rdt p
�
(t) = probability for a � click at t · · · t+ dt ,

pno �
(t) = probability for no � click before t ,

dt Pnext �
(t) = probability for the next � click to happen at t · · · t+ dt .

(2.207)
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Since 1 − rdt p
�
(t) is then the probability that there is no � click between t

and t+ dt, we have

pno �
(t+ dt) = pno �

(t)
[
1− rdt p

�
(t)

]

or p
�
(t) = −1

r

d
dt

ln pno �
(t) , (2.208)

and

pno �
(t+ dt) = pno �

(t)− dt Pnext �
(t)

or Pnext �
(t) = − d

dt
pno �

(t) (2.209)

is another immediate consequence of the significance given to these quantities.
We know p

�
(t) from (2.166) and (2.175),

p
�
(t) =

tr
{
C eLηtρt=0

}

tr
{

eLηtρt=0

} (2.210)

where

C = η
�
A and ρt=0 =

Bρ(ss)

tr
{Bρ(ss)

} (2.211)

in the present context. As required by (2.208), the right-hand side of (2.210)
must be a logarithmic derivative and, indeed, it is because the identity

d
dt

tr
{

eLηtρt=0

}
= tr

{
Lη eLηtρt=0

}

= tr
{

(L0 − rC) eLηtρt=0

}

= −r tr
{
C eLηtρt=0

}
, (2.212)

which uses the trace-conserving property of L0, implies

p
�
(t) = −1

r

d
dt

ln tr
{

eLηtρt=0

}
. (2.213)

It follows that
pno �

(t) = tr
{

eLηtρt=0

}
, (2.214)

and then (2.209), (2.212) give

Pnext �
(t) = r tr

{
C eLηtρt=0

}
. (2.215)

The “important physical significance” of the denominator in (2.173) that was
left in limbo in Sect. 2.4.2 is finally revealed in (2.214): it is the probability that
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Fig. 2.9. Waiting time distributions for parity measurements on an unpumped res-
onator. The solid lines show Pnext(t)/r for � clicks after � clicks (left) and �

clicks after � clicks (right) as functions of rt. The dashed −−− lines refer to � clicks
after � clicks (left) and � clicks after � clicks (right). In these logarithmic plots,
straight lines would correspond to the Poissonian statistics of uncorrelated clicks

no atom is detected before t. Since an atom is surely detected if we just wait
long enough, the limit

pno �
(t)→ 0 as t→∞ (2.216)

is a necessary property of pno �
(t). As a consequence, all eigenvalues of Lη must

have a negative real part.
Putting all things together we obtain

Pnext �
(t) = rη

�

tr
{
A e(L0 − rη·A)tBρ(ss)

}
tr
{Bρ(ss)

} (2.217)

for the waiting time distribution for the next � click after a � click. Analogous
expressions apply for the next � click after a � click, the next � click after a
� click, and so forth. As a basic check of consistency we consider the situation

in which A and B are just multiples of the identity,

Aρt = qρt , Bρt = (1− q)ρt with 0 < q < 1 . (2.218)

Then the detector clicks are not correlated at all and the waiting time distribu-
tion (2.217) should be Poissonian,

Pnext �
(t) = rη

�
q e−rη �

qt , (2.219)

and this is indeed what we get from (2.217) for (2.218).
Figure 2.9 shows the waiting time distributions to the parity measurements

of Figs. 2.6–2.8. Other examples are presented in some figures of [39].

2.5.3 Counting Statistics

Yet another question is this: What is the probability wn(t) for detecting n atoms
in state � during a period of duration t? We pay no attention to � clicks and,
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therefore, have η � = 0 in the nonlinear master equation (2.173) for the evolution
between � clicks.

Probability w0(t) is the no-click probability of Sect. 2.5.2,

w0 = tr
{

eLηtρ(ss)
}

with C = η
�
A , (2.220)

where ρt=0 = ρ(ss) in (2.214) is appropriate now. The one-click probability w1(t)
is given by

w1(t) = r

∫ t

0
dt′ tr

{
eLη(t− t′)ρt=t′+0

}
tr {Cρt=t′−0} tr

{
eLηt

′
ρ(ss)

}
,

(2.221)
where the last factor is the probability w0(t′) for no click before t′, the first factor
is the probability for no click after t′, and

rdt′ tr {Cρt=t′−0} (2.222)

is the probability for a click at t′. In accordance with (2.175) and (2.181), the
statistical operators just before and after the click at t′ are

ρt=t′−0 =
eLηt

′
ρ(ss)

tr
{

eLηt
′
ρ(ss)

} (2.223)

and
ρt=t′+0 =

Aρt=t′−0

tr {Aρt=t′−0} =
Cρt=t′−0

tr {Cρt=t′−0} , (2.224)

respectively, so that

ρt=t′+0 tr {Cρt=t′−0} tr
{

eLηt
′
ρ(ss)

}
= C eLηt

′
ρ(ss) , (2.225)

and a remarkable simplification happens, inasmuch as

w1(t) =
∫ t

0
dt′ tr

{
eLη(t− t′)rC eLηt

′
ρ(ss)

}
(2.226)

involves but a single trace as the equivalent replacement of the product of three
traces with which we started in (2.221).

Upon writing (2.226) as a double integral

w1(t) =
∫ ∞

0
dt1

∫ ∞

0
dt0 δ(t0 + t1 − t) tr

{
eLηt1rC eLηt0ρ(ss)

}
(2.227)

it is reasonably obvious (and can be demonstrated by a simple induction) that

wn(t) =
∫ ∞

0
dtn

∫ ∞

0
dtn−1 · · ·

∫ ∞

0
dt1

∫ ∞

0
dt0 δ(t0 + t1 + · · ·+ tn−1 + tn − t)

× tr
{

eLηtnrC eLηtn−1rC · · · eLηt1rC eLηt0ρ(ss)
}

(2.228)
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or
wn(t) = tr

{
Wn(t)ρ(ss)

}
. (2.229)

The operator Wn(t) thus introduced,

Wn(t) =
∫ ∞

0
dtn · · ·

∫ ∞

0
dt0 δ(t0 + · · ·+ tn − t) eLηtnrC eLηtn−1 · · · rC eLηt0 ,

(2.230)
obeys the recurrence relation

Wn(t) =
∫ t

0
dt′W0(t− t′) rCWn−1(t′) for n = 1, 2, 3, . . . (2.231)

that commences with
W0(t) = eLηt . (2.232)

As always, we will find it convenient to use a generating function,

W(x, t) =
∞∑
n=0

xnWn(t) . (2.233)

The recurrence relation for the Wn(t)’s then turns into an integral equation for
W(x, t),

W(x, t) =W0(t) +
∫ t

0
dt′W0(t− t′)xrCW(x, t′) . (2.234)

The standard technique for handling such finite-range convolutions utilizes
Laplace transforms because the familiar identity

∫ ∞

0
dt e−γt

∫ t

0
dt′ f(t− t′)g(t′) =

∫ ∞

0
dt e−γtf(t)

∫ ∞

0
dt′ e−γt

′
g(t′) (2.235)

leads to a factorization. With∫ ∞

0
dt e−γtW0(t) =

(
γ − Lη

)−1 (2.236)

this gets us to
∫ ∞

0
dt e−γtW(x, t) =

[
1− (

γ − Lη
)−1

xrC]−1(
γ − Lη

)−1

=
((
γ − Lη

)[
1− (

γ − Lη
)−1

xrC])−1

=
(
γ − Lη − xrC

)−1
, (2.237)

and the inverse Laplace transform is elementary,

W(x, t) = e(Lη + xrC)t . (2.238)
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As we noted at (2.216), all eigenvalues of Lη have negative real parts, and so
the Laplace transform (2.236) ofW0(t) surely exists for γ ≥ 0. The same remark
applies to W(x, t) for −(1− η

�
)/η

�
< x < 1 because

Lη + xrC = L0 − (1− x)rC = L0 − r(1− x)η �
A (2.239)

is Lη with η
�

replaced by (1− x)η
�

so that Lη + xrC is just another operator
of the same kind as Lη if the “effective detection efficiency” (1− x)η

�
is in the

range 0 · · · 1, which restricts x to the range stated above.
After putting things together we obtain

∞∑
n=0

xnwn(t) = tr
{

e(Lη + xrC)tρ(ss)
}

(2.240)

as the generating function for the counting probabilities wn(t). In view of what
we observed above about Lη + xrC, the right-hand side of (2.240) is equal to
the no-click probability w0(t) for detection efficiency (1 − x)η

�
. Accordingly,

w0(t) determines all wn(t) through its dependence on η
�
. As an immediate

consequence of this observation, we get a statement about the moments of the
counting statistics,

∞∑
n=0

(
n

k

)
wn(t) =

1
k!

(
∂

∂x

)k ∞∑
n=0

xnwn(t)
∣∣∣
x=1

= ηk
�

[
η−k

�
wk(t)

∣∣∣
η·→0

]
. (2.241)

For k = 0, we check the normalization,

∞∑
n=0

wn(t) = tr
{

eL0tρ(ss)
}

= 1 ; (2.242)

for k = 1, we get the average number of � clicks,

∞∑
n=0

nwn(t) =
∫ t

0
dt′ tr

{
eL0(t− t′)rη

�
A eL0t

′
ρ(ss)

}

= η
�
rt tr

{
Aρ(ss)

}
, (2.243)

which can be understood as a statement about the ergodicity of the process [39];
and for k = 2, we learn something about the variance of the counting statistics,

∞∑
n=0

n(n− 1)wn(t)

= 2
∫ t

0
dt′

∫ t′

0
dt′′ tr

{
eL0(t− t′)rη

�
A eL0(t′ − t′′)rη

�
A eL0t

′′
ρ(ss)

}

= (η
�
rt)2 tr

{
AE(L0t)Aρ(ss)

}
, (2.244)
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with
E(y) =

2
y2

(
ey − 1− y) . (2.245)

In traces of integrals such as (2.243) and (2.244), the exponential on the left and
on the right can be ignored because L0 is trace conserving and ρ(ss) is its right
eigenvector to eigenvalue zero.

Here, too, we get Poissonian statistics for (2.218), namely

∞∑
n=0

xnwn(t) = e−(1− x)rη·qt , wn(t) =
(rη

�
qt)n

n!
e−rη·qt , (2.246)

for which ∞∑
n=0

(
n

k

)
wn(t) =

(rη
�
qt)k

k!
. (2.247)

In particular, we note that

∞∑
n=0

n(n− 1)wn(t) =

[ ∞∑
n=0

nwn(t)

]2

(2.248)

holds for the Poissonian counting statistics (2.246).
A convenient, yet rough, measure for the deviation from Poissonian statistics

is the so-called Fano–Mandel factor Q(t),

Q =

∞∑
n=0

n(n− 1)wn

∞∑
n=0

nwn

−
∞∑
n=0

nwn , (2.249)

a normalized variance. The normalization is such that Q = 0 for Poissonian
counting statistics, as one verifies easily with (2.248). For −1 ≤ Q < 0 one speaks
of sub-Poissonian statistics, and of super-Poissonian statistics for Q > 0.

For the count of � clicks, (2.243) and (2.244) give

Q
�
(t) = η

�
rt

[
tr
{AE(L0t)Aρ(ss)

}
tr
{Aρ(ss)

} − tr
{
Aρ(ss)

}]
. (2.250)

We use the damping bases to get a tractable numerical expression,

Q
�
(t) = η

�
rt

∞∑
n=0

∞∑
k=−∞

(
1− δn,0δk,0

) tr
{
Aρ(k)

n

}
E(λ(k)

n t) tr
{
ρ̌
(k)
n Aρ(0)

0

}

tr
{
Aρ(0)

0

} ,

(2.251)
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Fig. 2.10. Fano–Mandel factor for the counting statistics in parity measurements on
an unpumped resonator. The solid line shows Q

�
(t) of (2.252), the horizontal

dashed −−− line is the asymptotic value of (2.253)

where the n = 0, k = 0 term is removed since ρ(0)
0 = ρ(ss), ρ̌(0)

0 = 1, λ(0)
0 = 0, and

E(y = 0) = 1. For the parity measurements of Figs. 2.6–2.9, one can evaluate
the sum and gets

Q
�
(t) =

η
�
r

(ν + 1)(2ν + 1)

∫ t

0

dt′

2At
ln
(
1 + 4ν(ν + 1)

(
1− e−At

′))
, (2.252)

which is plotted in Fig. 2.10. For At� 1 and At� 1 the limiting forms

Q
�
(t) �




ν

2ν + 1
η

�
rt for At� 1 ,

ln(2ν + 1)
(ν + 1)(2ν + 1)

η
�
r/A for At� 1 ,

(2.253)

obtain, as is confirmed by Fig. 2.10. Other examples of Fano–Mandel factors for
counting statistics are presented in some figures of [39].

The pioneering measurement in 1990 of atom statistics in a real-life micro-
maser experiment is reported in [45] and linked to the photon counting statistics
in [46]. Measured Fano–Mandel factors from some later experiments can be found
in [44].

Homework Assignments

26 What is the correlation function for clicks of either kind, that is: without
caring if it’s a � click or a � click?
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27 The two cross-correlation functions are identical in the example of (2.200)–
(2.206), see (2.204). Is this always the case?

28 Since the next click is bound to come sooner or later, consistency requires
that Pnext(t) is normalized to unit integral. Show that this is indeed so for
Pnext(t) of (2.215).

29 A � click happens at t = 0. What is the probability that the next click is a
� click?

30 Use the methods of Sect. 2.5.2 to find an expression for the average waiting
time between successive � clicks, between successive � clicks.

31 Determine the short-time behavior of the various Pnext’s of Fig. 2.9 and
compare with the plots.

32 Show that the exponential function eF of an operator F responds to varia-
tions δF in accordance with

δ eF =
∫ 1

0
dτ eτF δF e(1− τ)F , (2.254)

which epitomizes all of perturbation theory.
33 Use (2.254) to extract w1(t) and w2(t) from (2.240). Compare with (2.228).
34 Consider the probability wnm(t) of detecting n atoms in state � and m

atoms in state � during a period of duration t. Show that

∞∑
n,m=0

xnymwnm(t) = tr
{

e(Lη + xrη·A+ yrη·B)tρ(ss)
}

(2.255)

is the appropriate generalization of the generating function (2.240).
35 For A of (2.177), evaluate the k = 0 traces in (2.251) and so confirm (2.252).
36 Find the leading correction to the approximation given in (2.253) for At� 1.

Acknowledgments

We congratulate the organizers of the CohEvol seminar and workshop in Dres-
den. They succeeded in putting together a stimulating meeting in a most enjoy-
able atmosphere.

Much of the work reported in these lectures was done at the Max-Planck-
Institut für Quantenoptik in Garching. BGE is greatly indebted to Herbert
Walther for his generous hospitality and support over all those years.

The evolution of the damping-basis method from a crude idea to a powerful
tool would not have occurred without the ingenuity and stamina of Hans Briegel.
BGE will always remember this collaboration with great affection.

At the time of the CohEvol seminar and workshop, BGE enjoyed the hos-
pitality of the Atominstitut in Vienna. He wishes to thank Helmut Rauch and
Gerald Badurek for the splendid environment they provided, and the Technical
University of Vienna for financial support. BGE is equally grateful to Goong
Chen and Marlan Scully for the visiting professorship they arranged at Texas
A&M University, where these notes were finalized.



104 Berthold-Georg Englert and Giovanna Morigi

GM wishes to express her sincere gratitude for the strong encouragement and
support by Herbert Walther and the members of his Garching group. And she
thanks all participants of the workshop for the many memorable hours spent
together.

Appendix

Here are some facts about special functions that are useful for homework assign-

ments 6 and 9. The expansion of (2.73) in powers of e−iωt ∝ [
α(t)/α∗(t)

] 1
2 is

done with the aid of

e
1
2x(y − 1/y) =

∞∑
k=−∞

ykJk(x) , (2.256)

the most important generating function for Bessel functions of integer order,

Jk(x) = (−1)kJ−k(x) = i|k|−kJ|k|(x) = i|k|−k
∞∑
m=0

(−1)m

m! (m+ |k|)!
( 1

2x
)|k|+2m

.

(2.257)
They in turn act as a generating function for Laguerre polynomials,

J|k|
(
2
√
xy

)
= (xy)

1
2 |k| e−y

∞∑
n=0

yn

(n+ |k|)!L
(|k|)
n (x) . (2.258)

After a suitable Laplace transform this becomes

(1 + y)−|k|−1 e
xy

1+y =
∞∑
n=0

(−y)nL(|k|)
n (x) , (2.259)

which is another useful generating function for the Laguerre polynomials

L(|k|)
n (x) =

n∑
m=0

(
n+ |k|
m+ |k|

)
(−x)m
m!

. (2.260)

The integral relations

L(|k|)
n (x) =

1
n!

exx−
1
2 |k|

∫ ∞

0
dy e−yyn+ 1

2 |k|J|k|
(
2
√
xy

)
(2.261)

and ∫ ∞

0
dy e−yJ|k|

(
2
√
uy

)
J|k|

(
2
√
vy

)
= e−(u+ v)Ik

(
2
√
uv

)
(2.262)

are worth knowing, where

Ik(x) = I−k(x) = i−kJk(ix) (2.263)



2 Dissipative Master Equations 105

are modified Bessel functions of integer order. As a preparation for homework
assignment 6 you might want to derive first

∞∑
n=0

n!
(n+ |k|)!x

nL(|k|)
n (y)L(|k|)

n (z) =
(xyz)−

1
2 |k|

1− x e−
x

1−x
(y + z)Ik

(
2
√
xyz

1− x
)

(2.264)
by combining some of these relations fittingly.
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3.1 Introduction

In this chapter, we discuss a surprising discovery made in the 1980s known as
stochastic resonance. It concerns a cooperative effect seen in certain nonlinear
systems in the presence of random noise. The signature of stochastic resonance
is that the coherence of the system output improves with an increase of random
noise, at least over some range of noise levels. The subject has been vigorously
studied over the past decade. Stochastic resonance is now known to occur in nu-
merous examples spanning a wide range of physical systems. The lion’s share of
the research has focussed on systems that can be adequately described by clas-
sical physics, though some attention has been devoted to quantum mechanical
realizations.

The purpose of this chapter is to develop the main features of the theory in a
way which is accessible to the non-expert. There already exist general overviews
of stochastic resonance [1,2]. These tell the interesting story of how the idea of
stochastic resonance was originally proposed to explain why the Earth suffers
Ice Ages with apparently near-periodic regularity, how that idea found its true
application in phenomena as diverse as laser dynamics and predator-detection of
the simple crayfish, and current efforts to see whether it could explain outstand-
ing mysteries in human perception in the visual and auditory systems. There is
also a comprehensive technical review article on stochastic resonance [3].

In contrast to these references, this chapter aims to present the theory of
stochastic resonance at a quantitative level suitable for graduate students in the
physical sciences. The goal is to provide a solid basis from which to explore the
(by now rather large) technical literature on stochastic resonance. We also hope
to convey the current frontiers of the subject and where open questions remain.
Despite great progress, stochastic resonance remains an active and exciting area
of research.

3.2 Some Mathematical Tools

The quantitative theory of stochastic resonance involves the study of fluctuating
dynamical systems. The basic tools used to develop the theory are those of
stochastic processes.

The first question is this: how do we incorporate randomness into a model?
Here, we have in mind randomness which is separate from that which arises in

A. Buchleitner and K. Hornberger (Eds.): LNP 611, pp. 107–138, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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quantum mechanics. The idea is that some aspect of the system is not under per-
fect control, and suffers fluctuations about its nominal value. For example, sup-
pose we have a simple mass-spring system, which is subject to very complicated
and highly erratic forces due to collisions with the surrounding air molecules.
The equation of motion for the displacement x is

mẍ = −k (x− �) + ξ(t) , (3.1)

wherem is the mass, k is the spring constant, � is the spring’s unstretched length,
and the overdot denotes differentiation with respect to time. The forcing func-
tion ξ is for all practical purposes random. How do we deal with this equation
mathematically? We imagine that the function ξ is deterministic, but changes
each time we run the experiment. We also suppose that we have statistical in-
formation about the ensemble of functions ξ1, ξ2, ξ3, ..., and nothing more. Then
we can imagine solving the sequence of problems

mẍ1 = −k (x1 − �) + ξ1(t) ,
mẍ2 = −k (x2 − �) + ξ2(t) ,
mẍ3 = −k (x3 − �) + ξ3(t) , (3.2)

and so on, generating an ensemble of outputs xj . Since we have only statistical
information about the ξj , we can only hope to recover statistical information
about the xj .

What kind of statistical information do we need to supply about ξ? Well, we
typically specify information about how ξ is correlated with itself at different
times,

〈ξ(t)〉 =
∫
ξ p(ξ, t) dξ, (3.3)

〈ξ(t1)ξ(t2)〉 =
∫ ∫

ξ1ξ2 p(ξ1, t1; ξ2, t2) dξ1dξ2, (3.4)

〈ξ(t1)ξ(t2)ξ(t3)〉 =
∫ ∫ ∫

. . . (3.5)

and so on. In the above, p(ξ, t) stands for the probability density of ξ as a function
of time, p(ξ1, t1; ξ2, t2) is the joint probability density of ξ at two times, and so
forth. The second of these plays a central role, and is called the autocorrelation
function, or sometimes just the correlation function, for short.

We call the process ξ stationary if the moments depend only on the time-
differences, so that

〈ξ(t)〉 = 〈ξ(0)〉 ,
〈ξ(t1)ξ(t2)〉 = 〈ξ(0)ξ(t2 − t1)〉 ,
〈ξ(t1)ξ(t2)ξ(t3)〉 = 〈ξ(0)ξ(t2 − t1)ξ(t3 − t1)〉 , (3.6)
. . .

For physical reasons we often expect the random process ξ to be stationary.
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An important quantity is the power spectrum, which gives information about
a dynamical process in terms of its frequency content. If we consider a function
ξ(t) over the time interval t ∈ (0, tmax), then we can form the Fourier transform

ξ̃(Ω) =
∫ tmax

0
ξ(t)e−iΩtdt . (3.7)

The power spectrum is

S(Ω) = lim
tmax→∞

1
2πtmax

∣∣∣ξ̃(Ω)
∣∣∣2 . (3.8)

For stationary processes one can compute the power spectrum via the Wiener–
Khintchine theorem,

S(Ω) = 4
∫ ∞

0
C(τ) cos(Ωτ)dτ, (3.9)

where C is the autocorrelation function [4].

3.3 Example: Driven Linear System

Let’s consider a simple example. Later, we’ll use the results of this example to
compare against a system which displays stochastic resonance. But for now we
just want to illustrate the various tools we just introduced in a concrete example.
Consider a linear system driven by noise and a periodic input, with governing
equation

ẋ = −γx+ ξ + ε cos(ωt), x(0) = 0, (3.10)

where ξ is a random function and γ, ε, and ω are constants. We need to specify
the statistical properties of ξ. Let’s take

〈ξ(t)〉 = 0 , (3.11)
〈ξ(t)ξ(t′)〉 = κδ(t− t′) . (3.12)

The parameter κ represents the strength of the fluctuations. By themselves,
these two conditions don’t uniquely specify the random process ξ, but for the
quantities we’re going to be interested in they are all we need. It is common to
call a random process with these properties ‘white noise’. The name refers to
the power spectrum of ξ. The autocorrelation function of ξ depends on the time
difference only, so we calculate the power spectrum using the Wiener–Khintchine
theorem (3.9), with result

S(Ω) = 2κ . (3.13)

The noise is ‘white’ because it contains equal power in every frequency bin.
The solution to (3.10) is

x(t) = e−γt
∫ t

0
eγt

′
(ξ(t′) + ε cosωt′) dt′ . (3.14)
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The ensemble average of this is

〈x(t)〉 = 〈e−γt
∫ t

0
eγt

′
ξ(t′) dt′〉+ 〈e−γt

∫ t

0
eγt

′
ε cos(ωt′) dt′〉 . (3.15)

In the first term, the angular brackets can be moved all the way in until they hit
ξ since this is the only random quantity, and using (3.11) we conclude that this
term vanishes. There are no random factors in the second term: the ensemble
average has no effect and so the angular brackets are just dropped. Thus,

〈x(t)〉 =
ε√

γ2 + ε2
sin (ωt+ φ)− e−γt ε sinφ√

γ2 + ε2
, (3.16)

where sinφ = γ/
√
γ2 + ε2. After a transient time, the mean response is periodic

with an amplitude which is independent of the noise strength.
Meanwhile, the correlation function 〈x(t)x(t+ τ)〉 consists of four terms. Of

these, the two cross-terms drop out since each involves a single factor of ξ which
therefore vanishes upon ensemble averaging. This leaves two terms:

〈x(t)x(t+ τ)〉 = e−γ(2t+τ)
∫ t

0

∫ t+τ

0
eγt

′
eγt

′′〈ξ(t′)ξ(t′′)〉dt′′dt′ (3.17)

+ ε2e−γ(2t+τ)
∫ t

0

∫ t+τ

0
eγt

′
eγt

′′
cos(ωt′) cos(ωt′′) dt′′dt′ .

Evaluating the integrals yields

〈x(t)x(t+ τ)〉 =
κ

2γ
e−γτ + ε2

sin [ωt+ φ] sin [ω (t+ τ) + φ]
γ2 + ω2 (3.18)

=
κ

2γ
e−γτ +

1
2

ε2

γ2 + ω2 [cosωτ + cos (2ωt+ ωτ + 2φ)] ,

where in the first equation we neglected the transient response by taking the
limit t � 1/γ. Notice, however, that even after the transient has died away,
the correlation function is not stationary. That is, the correlation function de-
pends on both the initial time t and the time difference τ . On the other hand,
the dependence on t is merely periodic, a consequence of the periodic forcing
function.

It is certainly possible to measure and otherwise investigate the systematic
variations in output that occur over one period of the drive [5] – the variance
might be largest at a particular point in the drive cycle, for instance. However,
this is relatively subtle information, and not of central interest in the study of
stochastic resonance. Instead, it is convenient to make an additional time average
(in t) over one period, and take

C(τ) =
ω

2π

∫ 2π/ω

0
〈x(t)x(t+ τ)〉dt , (3.19)
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Fig. 3.1. Power spectrum for the linear system driven by both white noise and a
periodic input, consisting of a sharp peak at the signal frequency ω, and a Lorentzian
noise background, see (3.21)

where 2π/ω is the driving period. As the notation indicates, the resulting corre-
lation function depends only on the time difference τ ,

C(τ) =
κ

2γ
e−γτ +

1
2

ε2

γ2 + ω2 cosωτ . (3.20)

Note that the periodic influence of the drive has not been destroyed by the
extra averaging. The correlation function is now stationary, so we get the power
spectrum by taking the Fourier transform:

S(Ω) =
2κ

γ2 +Ω2 +
ε2

γ2 + ω2 δ (Ω − ω) . (3.21)

The result is plotted in Fig. 3.1. We see that the power spectrum consists of
a broadband part plus a narrow spike at the signal frequency. For low enough
signal frequencies, the broadband spectrum is essentially flat. A useful measure
of the output coherence is the signal-to-noise ratio (SNR). We divide the strength
of the delta function spike at the signal frequency by the level of broadband noise
at this same frequency. In our example, this gives

SNR =
ε2

γ2 + ω2

γ2 + ω2

2κ
=

ε2

2κ
. (3.22)

It is worth making an additional technical point here. In experiments (or simu-
lations), one typically integrates the power spectrum over some finite but small
bandwidth ∆Ω to determine both the output signal and noise powers. The band-
width should be large enough to pick up all the power under the spike at the
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signal frequency, but still small enough so that the broadband spectrum is flat
over the interval. If we carry out these integrations for the present example, the
signal part is unchanged but the noise part picks up a bandwidth factor, with
result

SNR =
ε2

2κ∆Ω
. (3.23)

From a theoretical perspective, the bandwidth factor is essentially arbitrary, and
we won’t bother to include it.

Our primary interest is in the behavior of the SNR as a function of the
input noise strength κ, and in this example we see that the SNR monotonically
decreases with κ. Raising the noise level always degrades the quality of the
output. You may say that this last statement is intuitively obvious, and that
only an overeducated ninny would bother to demonstrate this fact by doing a
calculation. But in fact this intuition can be wrong! This is what makes stochastic
resonance such an intriguing phenomenon.

3.4 Mean First Passage Time
and Kramers Escape Formula

The following example serves to illustrate certain aspects of the Fokker–Planck
approach to analyzing stochastic processes and also presents an important result
we will use later. We begin with a nonlinear stochastic problem

ẋ = −dV
dx

+ ξ , (3.24)

where the potential function V has the shape illustrated in Fig. 3.2.
We ask: if a particle is initially placed at the lefthand minimum x1, how long

will it take for the particle to reach the righthand minimum x3 for the first time?
The answer will vary from realization to realization, and we call the expectation
value the ‘mean first passage time’. In the limit of weak noise, the result is

〈T 〉 = 2π√−V ′′(x1)V ′′(x2)
e2∆V/κ , (3.25)

where the primes denote differentiation with respect to x and ∆V is the energy
difference between the potential maximum at x2 and minimum at x1. This is the
justly famous Kramers formula. It is widely (not to say universally!) applicable
because, as we can see, the details of the potential are irrelevant. Only the
energy barrier and the curvatures at the minimum and maximum enter the
formula. For a derivation of this, see Gardiner’s book [6]. Here is the basic
idea. Consider the evolution of the probability density. Initially, it is a delta
function, p(x, 0) = δ(x− x1), and its subsequent time evolution p(x, t) follows a
partial differential equation, called the Fokker–Planck equation [6]. Since we are
interested in the very first instant a particle reaches x3, we solve the Fokker–
Planck equation with an absorbing boundary at x3. The solution represents the
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Fig. 3.2. Effective particle potential for Kramers’ escape under the governing equa-
tion (3.24). The potential exhibits stable equilibria at x1 and x3, and an unstable
equilibrium at x2, on top of the potential barrier of height ∆V

conditional probability that the particle is at position x at time t given that it
started at position x1. Therefore, the probability that the particle has escaped
after time t is

pesc(t;x1) = 1−
∫ x3

−∞
dx pcond(x, t|x1, 0) . (3.26)

As time passes, pesc increases monotonically from zero toward one. The first
passage time distribution is just the derivative

T (t;x1 → x3) =
∂

∂t
pesc , (3.27)

and the mean time is

〈T 〉 =
∫ ∞

0
t T (t;x1 → x3)dt . (3.28)

This last result can be written directly in terms of the potential function V :

〈T 〉 = α

∫ x3

x1

dy eαV (y)
∫ y

−∞
dz e−αV (z) , (3.29)

where α = 2/κ. For weak noise, κ is small, so α is large, and the integrals can
be evaluated in terms of the extremal values of V , which leads to the relatively
detail-free form of the Kramers formula.
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3.5 Rate Equation Description

The Fokker–Planck equation governs the time evolution of the probability distri-
bution, but we will be able to use a simplified description for one of the theories
of stochastic resonance developed in the next section. The simpler version is
called the rate equation description, and reduces the continuous phase space to
a discrete set of attractors. For a damped particle in a bistable potential there
are two stable states, and we make the approximation that the system is either
in one state or the other. This is reasonable if the relaxation times are short
compared with the typical transition times between the states. The probability
density is then written

p(x, t) ≈ n+(t)δ(x− x+) + n−(t)δ(x− x−) , (3.30)

where, for example

n+ =
∫ ∞

x2

p(x, t)dx , (3.31)

and similarly for n−(t). If the separation of time scales is obeyed, then the
precise location of x that divides the phase space is unimportant, though the
logical place for it is at the potential maximum x2. We also imagine that the
transition rates between states are specified. These rates may be given by the
Kramers formula, or they may be determined in some other way (including
possibly experimental measurements). The dynamics is then governed by the
linear ordinary differential equations

ṅ+ = Wupn− −Wdownn+ ,

ṅ− = Wdownn+ −Wupn− . (3.32)

These can be reduced to a single equation since n+ + n− = 1.

3.6 Two State Theory of Stochastic Resonance

We now have the tools assembled to develop the theory of two state stochastic
resonance. More sophisticated treatments can be found [3,7], but the simple
theory here has the virtue that it is quite general, and is the one most often used
in the literature. Its chief disadvantage is that the transition rates are assumed
to be given.

The basic situation is illustrated in Fig. 3.3. There are two stable states,
with the system making transitions between them. To fix ideas, you can imagine
a heavily damped particle moving in a double well potential subject to noise.
We also include a time periodic influence which asymmetrically alters the rates,
favoring first transitions ‘up’ and then a half-period later favoring transitions
‘down’. This amounts to rocking the potential back and forth as shown in Fig. 3.3.

The goal of the theory is to calculate the output signal to noise ratio (SNR)
as a function of the input noise strength. The theory splits into two parts. First,
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Fig. 3.3. Modulated potential function for two state SR. The periodic driving force
which is rocking the bistable potential back and forth passes its extrema at one fourth
(middle right) and three fourths (middle left) of the driving field period. This induces
a periodic modulation of the transition rates (3.34)

we suppose that the transition rates are known, and we calculate the SNR in
terms of these rates. This part is very general. Second, we relate the rates to
the various system parameters. This part depends on the details of the system
under consideration.

From (3.32) and the condition n+ + n− = 1, we have

ṅ+ = − (Wup +Wdown)n+ +Wup . (3.33)

We assume time dependent transition rates

Wup = W0 + ε cosωt ,
Wdown = W0 − ε cosωt . (3.34)

As time passes the output x switches between two values, say x = ±c (to be
identified with x1 and x3 in Fig. 3.1).

3.7 The Unmodulated Case

It is instructive to consider first the unmodulated case (ε = 0). This allows us
to see the overall structure of the calculation without getting bogged down in
complicated expressions.

We can immediately integrate (3.33)

n+(t) = e−2W0(t−t0)
[
n+(t0)− 1

2

]
+

1
2
, (3.35)
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where n+(t0) is the initial condition. Note that this determines:
1 the conditional probabilities

pc(x = c, t|x = c, t0) =
1
2
e−2W0(t−t0) +

1
2
,

pc(x = c, t|x = −c, t0) = −1
2
e−2W0(t−t0) +

1
2
, (3.36)

where we set n+(t0) = 1 in the first of these, and n+(t0) = 0 in the second.
In this notation, the first of these is read ‘the conditional probability that
x = c at time t given that x = c at the initial time t0’.
Equation (3.35) also determines

2 the equilibrium probabilities

peq(x = c) = n+(t0 → −∞) =
1
2
,

peq(x = −c) = 1− n+(t0 → −∞) =
1
2
. (3.37)

From these, we can easily compute the correlation function.
In general, when the state variable can take on a continuous range of values,

the correlation function is given by

〈x(t)x(t+ τ)〉 =
∫ ∫

xx′ pjoint(x, t;x′, t+ τ) dxdx′

=
∫ ∫

xx′ pc(x′, t+ τ |x, t)peq(x, t) dxdx′ , (3.38)

where pjoint denotes the joint probability to find the particle in state x at time
t, and in state x′ at time t + τ . For our two state system, the double integral
collapses to a discrete sum of four terms:

〈x(t)x(t+ τ)〉 = c2pc(c, t+ τ |c, t)peq(c, t) + (c)(−c)pc(c, t+ τ | − c, t)peq(−c, t)
+(−c)(c)pc(−c, t+ τ |c, t)peq(c, t)
+(−c)2pc(−c, t+ τ | − c, t)peq(−c, t). (3.39)

Collecting the various terms, and substituting into this last equation, we find
the very simple result

〈x(t)x(t+ τ)〉 = c2e−2W0τ , (3.40)

and so (with (3.9))

S(Ω) = 4
∫ ∞

0
〈x(t)x(t+ τ)〉 cosΩτdτ

= 4c2
2W0

Ω2 + 4W 2
0
. (3.41)

The power spectrum is a Lorentzian with half-width 2W0.
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3.8 Time Dependent Rates

Now put the modulation back in (ε �= 0). The rate equation (3.33) reads

ṅ+ = −2W0n+ +W0 + ε cosωt , (3.42)

with solution

n+(t) = e−2W0(t−t0)
[
n+(t0)− 1

2
− ε cos(ωt0 − φ)√

4W 2
0 + ω2

]
+

1
2

+
ε cos(ωt0 − φ)√

4W 2
0 + ω2

.

(3.43)
This is nearly the same as (3.35), except for two periodic terms due to the
modulation. The equilibrium probabilities are

peq(c, t) = n+(t0 → −∞) =
1
2
ε cos(ωt0 − φ)√

4W 2
0 + ω2

,

peq(−c, t) = 1− peq(c, t) . (3.44)

The conditional probabilities are also determined by (3.43). For example, con-
sider the probability that x(t + τ) = c given that x(t) = c. One simply sets
n+(t0) = 1 and t− t0 = τ in (3.43). If we denote this process of substitution by
double brackets, we have

pc(c, t+ τ |c, t) = [[n+(t0) = 1; t− t0 = τ ]] . (3.45)

Similarly,
pc(c, t+ τ | − c, t) = [[n+(t0) = 0; t− t0 = τ ]] . (3.46)

The two other conditional probabilities we need are simply constructed from the
first two:

pc(−c, t+ τ |c, t) = 1− pc(c, t+ τ |c, t) ;
pc(−c, t+ τ | − c, t) = 1− pc(c, t+ τ | − c, t) . (3.47)

Armed with the equilibrium and conditional probabilities, it is a straightfor-
ward (if tedious) exercise to construct the correlation function using (3.39), with
result

1
c2
〈x(t)x(t+ τ)〉 = e−2W0τ − 4e−2W0τ

ε2 cos2(ωt− φ)
4W 2

0 + ω2

+
4ε2

4W 2
0 + ω2 cos(ωt− φ) cos(ωt+ ωτ − φ) . (3.48)

As expected, the periodic modulation leads to a correlation function that de-
pends on both t and τ . We do an additional phase averaging (like (3.19))

C(τ) =
ω

2π

∫ 2π/ω

0
〈x(t)x(t+ τ)〉dt , (3.49)



118 Kurt Wiesenfeld, Thomas Wellens, and Andreas Buchleitner

and since the time average of cos2(ωt − φ) = 1/2, and the time average of
cos(ωt− φ) cos(ωt+ ωτ − φ) = (1/2) cosωτ , we find

C(τ) =
{
c2
(

1− 2ε2

4W 2
0 + ω2

)}
e−2W0τ +

{
2c2ε2

4W 2
0 + ω2

}
cosωτ . (3.50)

Use the Wiener–Khintchine theorem (3.9) to determine the power spectrum:

S(Ω) = 4
∫ ∞

0
C(τ) cos(Ωτ)dτ

= 4c2
(

1− 2ε2

4W 2
0 + ω2

)
2W0

4W 2
0 +Ω2 +

4πc2ε2

4W 2
0 + ω2 δ(Ω − ω) . (3.51)

The first term gives the broadband part of the power output. Note that it di-
minishes with increasing ε in such a way that the total power is conserved:∫∞
0 S(Ω)dΩ = const.

From S(Ω), we can write down the signal-to-noise ratio SNR. Just divide the
coefficient of the delta function by the value of the broadband term at Ω = ω.
The resulting expression simplifies to

SNR =
πε2

2W0

(
1− 2ε2

4W 2
0 + ω2

)−1

. (3.52)

For small modulations, ε	 1, and so

SNR ≈ πε2

2W0
. (3.53)

This is the main result of the first part of the theory. What we need now is to
express ε and W0 in terms of the specific system parameters, which means we
need a theory for the transition rates Wup and Wdown. This part of the theory
depends on the details of the particular system. We consider here a popular
example, the so-called overdamped particle in a double well potential. The dy-
namics is governed by the Langevin equation

ẋ = +γx− x3 + a cosωt+ ξ , (3.54)

where ξ is white noise. This is an example of (3.24) described earlier during the
discussion of the Kramers escape formula, and in fact we will use that formula
to determine the transition rates. The corresponding potential V (x, t) is

V (x, t) = −1
2
γx2 +

1
4
x4 − ax cosωt (3.55)

which when a = 0 describes a symmetric bistable system, and when a �= 0 is
periodically tilted in an antisymmetric fashion (see Fig. 3.3). We assume that the
modulation strength a is sufficiently weak that the system remains in the high-
barrier/low-noise limit throughout, in which case the Kramers formula holds.
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Actually, the problem is a little more subtle since we are considering a time-
dependent potential, while the Kramers formula is derived for the time indepen-
dent case. It remains valid, however, if the modulation frequency is sufficiently
low, which is sometimes referred to as the adiabatic limit of the time dependent
problem.

We equate the transition rates to the reciprocal of the mean first passage
time (3.25), so that

W =
1
2π

√
V ′′

min|V ′′
max| exp

(
− 2
κ
∆V

)
. (3.56)

Consider first the unmodulated case a = 0. Then V ′′ = 3x2 − γ, the potential
minima lie at x1,3 = ±√γ, the potential maximum is at x2 = 0, and so the two
barrier heights are equal and given by ∆V = γ2/4. Putting this into the rate
formula yields

W =
γ√
2π

e−γ2/(2κ) . (3.57)

The two rates are equal because the unmodulated potential is symmetric. Now
consider the modulated case, with a �= 0 but small. Then

xmin = ±√γ + correction , (3.58)
xmax = 0 + correction ; (3.59)

∆V ≈ V (0)− V (x2 = γ) =
1
4
γ2 ± a√γ cosωt , (3.60)

so that the rate formula becomes

W (t) =
γ√
2π

exp
{
− 2
κ

(
1
4
γ2 ± a√γ cosωt

)}
(3.61)

=
γ√
2π

e−γ2/(2κ) exp
{
∓a2
√
γ

κ
cosωt

}
. (3.62)

If we expand the last exponential factor for small a, and equate W (t) to the
form assumed in the rate equation part (3.34) of the theory we get the required
expressions

W0 =
γ√
2π

e−γ2/2κ , (3.63)

ε =
a
√

2γ3/2

πκ
e−γ2/2κ . (3.64)

This is the main result of the second part of the theory. We can put this together
with the general expression for the signal-to-noise ratio. Using the simpler form
(3.53), the result reduces to

SNR =
√

2a2γ2

κ2 e−γ2/(2κ) . (3.65)
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Fig. 3.4. Signal to noise ratio (SNR) vs. input noise strength for the two state theory.
By virtue of (3.65), the SNR exhibits a maximum at an optimal, non-vanishing value
κ∗ of the noise strength κ. This is the characteristic feature of stochastic resonance.
SNR is measured in ‘decibels’(in short dB), defined as SNR (dB) = 10 log10 SNR

This is the final result of the two state theory. Figure 3.4 shows a semilog
plot of the SNR, as a function of noise strength κ. The function in (3.65) is very
flat and goes to zero in the noise-free limit (so the logarithm goes to −∞ as
κ → 0), and the SNR decays as 1/κ2 for large noise. Of course, the Kramers
formula breaks down for large noise, so the derived expression in this limit can’t
be taken seriously, although we expect it to be qualitatively right since the SNR
must fall off (one would think!) for sufficiently high κ. In any event, the exciting
result is that the SNR passes through a maximum at an intermediate noise level
κ∗. From the formula, we readily find that κ∗ = γ2/4 = ∆V , where ∆V is the
barrier height in the unmodulated limit (a = 0).

Stochastic resonance has turned out to be very easy to see experimentally.
However, there is one competing effect which is often encountered which may
diminish or even mask entirely the maximum in Fig. 3.4. This is the so-called
intrawell motion, a name borrowed from the double-well potential picture and
which refers to the fact that the potential minima will in general vary with the
time-dependent signal. This means that the output of the system is not constant
between switching events; rather, it oscillates with small amplitude at the signal
frequency, which of course contributes a small amount of output power at the
signal frequency. In the limit of small noise, the power contained in the switching
events is very small, and the residual power due to the intrawell oscillations is no
longer negligible. We can get a quantitative measure of this effect by studying
the dynamics restricted to one of the potential minima (since the oscillations
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Fig. 3.5. Effect of intrawell motion on the output SNR. As the relative amount of
intrawell motion increases, its contribution increasingly masks the underlying stochastic
resonance behavior by increasing the SNR value at small values of the noise intensity
κ (i.e., below κ∗)

are small in the important limit). We already did this calculation earlier in the
chapter, when we studied as an example the dynamics described by (3.10). We
found that

SNRintra =
ε2

2κ
, (3.66)

which diverges at zero noise strength and is otherwise monotonically decreasing
with κ. Whether or not this contribution washes out the maximum in expression
(3.65) depends on how ‘soft’ the potential is about the two minima. Said another
way, the more nearly the output follows a strict two-state waveform, the less
overlap there is between the intrawell and interwell contributions to the SNR (see
Fig. 3.5). If you read through the literature on stochastic resonance carefully,
you will find that in some experiments the data has been filtered [8] to make
it strictly two-state before the power spectrum is computed. In other cases, the
stochastic resonance effect is so strong that such filtering is unnecessary.

Finally, we note that although in most cases the SNR is used for a quanti-
tative analysis of the stochastic resonance, some authors prefer to look at the
output signal power S alone, i.e. the coefficient in front of the δ-function in the
power spectrum, (3.51). By this measure, a system exhibits stochastic resonance
if S has a local maximum at some non-zero input noise intensity. (Compare
this against the behavior of a linear system: since superposition applies, S is
independent of noise intensity.) In the case of stochastic resonance, S exhibits a
maximum at usually roughly the same temperature as the SNR [3,9].
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3.9 Two-State Examples:
Classical and Quantum Stochastic Resonance

You can find numerous physical examples of stochastic resonance in the technical
literature. Let’s take a brief look here at three of these. Together, they give an
idea of how diverse physical problems can be described by the same underlying
theory.

The first example is taken from the original experimental paper reporting
stochastic resonance [10]. This experiment involved a simple electronic switch
known as a Schmitt trigger. This is a situation where the output is truly two-
state: the output voltage is either plus or minus fifteen volts, so we don’t have
to worry about the complication of intrawell motion. The input to the trigger is
the sum of two independent sources, one noisy and one periodic. The amplitude
of the periodic input is kept very small – too small to induce switching of the
trigger on its own – while the amplitude of the noise can be varied as desired.
The experimental results are reflected in Fig. 3.6. The first two, Figs. 3.6a and
b, show the output power spectrum for two different levels of input noise. The
middle panel (b) corresponds to the larger value of input noise. Two effects are
obvious: the sharp line at the signal frequency (ω/2π = 23 Hz in the experiment)
is larger, and the broadband noise level is smaller. (The latter effect, though
striking, turns out to be a feature rarely seen in experiments. It is predicted by
the full expression (3.51) though one can see there that it is a relatively minor
effect, quantitatively speaking.) It is obvious from the data that the output signal
to noise ratio has increased with the addition of input noise, providing a clear
demonstration of stochastic resonance. From each power spectrum, one can pull
off the signal to noise ratio. The results from a large set of such runs, for different
noise strengths and different signal amplitudes, are shown in Fig. 3.6c.

The second example is taken from experiments on a ring laser [11]. In this
kind of laser, the cavity is in the form of a closed ring, and laser light can
propagate in either the clockwise or counterclockwise sense, but not both. Which
of these modes is observed depends on fluctuations in the initial conditions. If
the laser is turned off and then turned on again, there is a 50/50 chance it
will be in the same mode. It is possible to modify these odds to prefer one
of the modes over the other. In the experiment, this was done using a crystal
inserted in the laser cavity, and acoustically exciting the crystal with the sum of
a small periodic signal and a relatively large noise component. The output was
the intensity of the clockwise laser mode. A time series of this output looks like
random switching between two states, but there is a regularity to the switching
which becomes evident at an optimal level of input noise. The signal to noise
ratio can be measured in the same way as in the Schmitt trigger experiment,
and the results are shown in Fig. 3.7. Since this system is very nearly two-state,
with very little ‘intrawell motion’, the predictions of the two state theory fit the
data extremely well.

The third example is drawn from a theoretical paper investigating the possi-
bility of quantum stochastic resonance [12] . The specific problem studied con-
cerned a two state system coupled to a heat bath of harmonic oscillators. The
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Fig. 3.6. Experimental results from the Schmitt trigger (after Ref. [10]). The top two
panels show the power spectrum before (a) and after (b) adding noise. The bottom
panel (c) shows a plot gathered from several spectra of the SNR vs. input noise level ,
for three different levels of input signal amplitude (increasing from �� through ◦ to �)
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Fig. 3.7. Results from the Georgia Tech ring laser experiment [11], where the intensity
of the clockwise laser mode is optimally synchronized with a weak signal injected
through an acousto-optical modulator placed in the cavity, at nonvanishing noise level

problem is fundamentally quantum mechanical because the transitions are due to
tunneling through the energy barrier separating the two metastable states. As a
result, the Kramers formula is not the appropriate theory for the transition rates;
instead, one uses the dissipative quantum tunneling formula of Chakravarty and
Leggett [13]. The periodic ‘signal’ in this problem can arise either through a time
dependent temperature T or a time dependent barrier height. The results are
intriguing: while indeed stochastic resonance is predicted, the conditions when
it is expected are different than in the classical case. This is due to the differ-
ent temperature dependence of the quantum tunneling rates as compared to the
classical Kramers rates. In particular, if the underlying potential is symmetric,
i.e. for any purely even potential like (3.55), the tunneling rates are propor-
tional to T 2α−1 (where the dissipation coefficient α quantifies the strength of
coupling to the heat bath), instead of depending exponentially on T , like the
classical Kramers rate (3.25) (replace there κ by T ). As a consequence, quantum
stochastic resonance in a symmetric potential is observed only in the regime
α > 1 of strong dissipation [14]. For weak dissipation, on the other hand, quan-
tum stochastic resonance is predicted when including an asymmetric part to the
potential [12] (which would diminish the effect in the classical case).

A further, fundamental difference of quantum and classical stochastic reso-
nance is that a rate equation description of the dynamics is not always correct
for quantum systems. Indeed, it is well known that, in the absence of any dissi-
pation, a quantum mechanical two state system exhibits purely coherent oscil-
lations, and remnants of this coherent dynamics are also present in the case of
very weak dissipation at low temperatures. This regime has been examined in [7],
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where stochastic resonance was found only in parameter regimes where incoher-
ent tunneling dominates over coherent transitions. Hence, also in the quantum
case, the basic mechanism of stochastic resonance can be understood in terms
of a two state model (with quantum noise activated transition rates ), although
the exact quantitative behavior may be amended by quantum coherence [15].

3.10 Quantum Stochastic Resonance in the Micromaser

In the above discussed dissipative two level system, transitions between the two
states are induced by quantum tunneling. Another genuinely quantum mechani-
cal effect which may influence the transition rates of a bistable system is the noise
arising from the measurement process : according to the (a priori unpredictable)
measurement result, the quantum system is projected onto the corresponding
eigenstate of the measured observable. In the following, we will present an ex-
ample of quantum stochastic resonance, where the measurement noise plays an
important role.

Our bistable system will be a single mode of the quantized radiation field
(i.e., a harmonic oscillator) sustained by a microwave cavity of very high quality.
(By this a very small decay rate γ of the radiation field within the cavity is
understood. The storage time γ−1 can reach several hundred milliseconds in
most advanced experiments [16].) In order to control and to monitor the state of
the photon field, we let the field interact with a two-level atom, whose state can
be measured after exit from the cavity. If the atom is initially in its upper energy
eigenstate |u〉, and the field in the Fock state |n〉, then the final quantum state
after the atom-field interaction U reads, according to the Jaynes–Cummings
model [17] (see Sects. 2.1.1 and 4.11.3 in this volume):

U |u, n〉 = cos(φ
√
n+ 1)|u, n〉 − i sin(φ

√
n+ 1)|d, n+ 1〉. (3.67)

Here, the vacuum Rabi angle φ = gtint is given by the atom-field coupling
strength g and the interaction time tint. As is evident from (3.67), the probability
of detecting the atom finally in the lower state |d〉, and thereby emitting a photon
into the field, |n〉 → |n+ 1〉, is given by

βn = sin2(φ
√
n+ 1), (3.68)

whereas with probability 1− βn the field remains in the state |n〉.
While this clearly demonstrates the random influence of the atomic detection

on the photon field, we still do not see any bistability of the photon field. As we
will show in the following, the latter can be induced if we let the photon field
interact with a sequence of two-level atoms, and also take into account the cavity
dissipation. We consider a steady flux r of atoms, initially in the upper state |u〉,
which arrive in the cavity at random, uncorrelated times. We assume that the
average time interval r−1 between two consecutive atoms is much larger than
the interaction time tint of a single atom with the cavity. Then the probability
of finding two (or more) atoms in the cavity at the same time can be neglected,
and we are dealing with a one-atom or micromaser [18].
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In addition to the interaction with the atoms, the photon field is also coupled
to the cavity walls, which are cooled to a low temperature T < 1 K, such that the
mean number nb = (exp(�ω/kT )− 1)−1 [19] of photons in thermal equilibrium
is smaller than one. According to the standard master equation of the damped
harmonic oscillator (employing weak-coupling and Markov approximation) [19],
the influence of the heat bath onto the photon field is fully characterized by
the temperature T (or, equivalently, nb) and the cavity decay rate γ, which
quantifies the coupling strength to the heat bath. Specifically, given n photons
inside the cavity, the probability of emission of a photon from the heat bath
into the cavity is given by γnb(n + 1), whereas γ(nb + 1)n is the probability of
absorption. Thus, in total, the dynamics of the maser field can be described as a
jump process between neighboring photon numbers n→ n±1 with the following
transition rates :

t+n = r βn + γ nb(n+ 1) , (3.69)
t−n = γ (nb + 1) n . (3.70)

The average of one single realization of this jump process over a sufficiently long
time approaches the following stationary photon number distribution [6]:

p(ss)
n = p

(ss)
0

n∏
k=1

t+k−1

t−k
, (3.71)

where p(ss)
0 is determined by normalization. We assume that the atomic flux r is

much larger than the cavity decay rate γ, such that the stationary distribution is
far away from thermal equilibrium. Under these circumstances a double-peaked
stationary distribution, indicating a bistable photon field, can establish if t+n and
t−n as a function of n intersect (at least) three times: at n1 and n2 (defining a
stable equilibrium), and at n3 (corresponding to an unstable equilibrium, with
n1 < n3 < n2). An example is shown in Fig. 3.8.

In this case, the photon number will be found almost always near one of
the two maxima at n1 or n2, and transitions between these metastable states
occur. The transition rates W1,2 (from n1 to n2, and vice versa) of these ‘macro-
scopic’ jumps of the photon field can be expressed in terms of the rates for the
microscopic jumps [6]:1

W−1
1 =

n2−1∑
n=n1

[p(ss)
n t+n ]−1

n∑
m=0

p(ss)
m ,

W−1
2 =

n2∑
n=n1+1

[p(ss)
n t+n ]−1

∞∑
m=n

p(ss)
m . (3.72)

1 For large n’s, if the discrete photon number can be approximated by a continuous
variable n, the transition rates may also be obtained by a Kramers analysis, see
Sect. 3.4. However, the effective micromaser potential derived in [21] explicitly de-
pends on T , leading to a temperature dependence of the transition rates different
from the classical Kramers law (3.29).
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Fig. 3.8. Double-peaked stationary state of the photon number distribution of the
micromaser field in the bistable operation mode. The experimental parameters (com-
parable to the laboratory scenario described in [20]) are: temperature T = 0.6 K
(corresponding to a mean thermal photon number nb = 0.2), atomic flux r = 40γ, and
vacuum Rabi angle φ = 1.03

Fig. 3.9. Average residence times W−1
1,2 in the two metastable states as a function of

the inverse temperature 1/T . Atomic flux r = 40γ = 667 s−1, vacuum Rabi angle
φ = 1.03. A deviation from Kramers’ law (a straight line in the semilogarithmic plot)
is detected, due to quantum-noise induced transitions at T = 0

In Fig. 3.9, we plotted the transition rates as a function of the temperature T ,
for the same experimental parameters as in Fig. 3.8.

Evidently, the rate W2 from n2 to n1 is more sensitive to the temperature
than W1. The reason is that the microscopic rates t−n , given by (3.69), which
are responsible for transitions from n2 to n1, are proportional to nb + 1, and
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therefore (since nb < 1) do not depend on nb as strongly as the t+n ’s, which are
proportional to nb. As as result, the two rates intersect at about T = 0.5 K.
A further difference from the classical Kramers rates (3.25) is that they do
not vanish even at T = 0. This is due to the presence of the noise associated
with the atomic detections (the measurement noise) on the one hand, leading
to t+n > 0, and the fact that the heat bath can absorb photons at random times
even at T = 0, on the other hand, leading to t−n > 0. These noise sources are
of genuinely quantum mechanical origin, what explains the deviation from the
classical Kramers law.

Stochastic resonance appears if we add a periodic signal to our system, e.g.,
by modulating the atomic flux

r(t) = 〈r〉+∆r sin(ωt). (3.73)

The modulation amplitude ∆r should be small enough to prevent deterministic
transitions between the two metastable states, and the modulation period 2π/ω
should be of the same order of magnitude as the transition rates W−1

1,2 (close to
the intersection W1 = W2 in Fig. 3.9), in order to enable a matching of time
scales (driving frequency � transition frequency). A numerical simulation of the
maser dynamics in the presence of such a periodic signal is shown in Fig. 3.10,
for three different temperatures of the environment.

Here, we plotted the time evolution of the probability β to detect an exiting
atom in the lower state |d〉, determined by averaging the atomic detection results
(‘1’ or ‘0’ for detection in |d〉 or |u〉, respectively) over small time windows of
length ∆t = 1 s (ca. 700 detection events). Since β depends on the photon
number inside the cavity, see (3.68), the observed quantum jumps between βn1 �
0.15 and βn2 � 0.65 are a signature of the jumps of the photon field between the
two metastable states around n1 = 6 and n2 = 26. As also predicted by Fig. 3.9,
for the lowest temperature T = 0.3 K, Fig. 3.10a, the average residence time in
state 1 is much longer than the driving period 2π/ω = 42 s. Consequently, the
individual quantum jumps occur at unpredictable times. However, if we add the
right amount of noise to the system, i.e., increase the temperature to T = 0.6 K,
we observe almost periodic transitions: in most cases, the photon field jumps
from state 1 to 2 and back again once per modulation period, see Fig. 3.10b. If
we further increase the temperature, Fig. 3.10c, the cooperativity between signal
and noise is lost again. This illustrates nicely the stochastic resonance effect: the
most regular behavior occurs at a finite, nonvanishing noise level.

For a quantitative analysis of the synchronization effect, we can calculate
the power spectra either by Fourier transformation of numerically simulated
atomic detection sequences (such as in Fig. 3.10), or by employing the two-state
model described by (3.33), using the (adiabatically modulated) transition rates
given in (3.72). The results are shown in Fig. 3.11, where we plot the strength
S of the signal peak as a function of the temperature. While, in both cases, a
stochastic resonance maximum occurs at T � 0.6 K – the same temperature
where the optimal synchronization is observed in Fig. 3.10 – the quantitative
behavior is quite different, due to the intrawell modulation, which enhances
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Fig. 3.10. Time evolution of the probability β to detect an atom in |d〉, with periodi-
cally modulated atomic flux r(t), according to (3.73), with mean value 〈r〉 = 40γ, mod-
ulation amplitude ∆r = 6.9γ, and period 2π/ω = 42 s. Vacuum Rabi angle φ = 1.03.
The noise-induced synchronization of quantum jumps is poor for the lowest temper-
ature (too rare quantum jumps), optimal for the intermediate temperature (almost
regular quantum jumps), and again poor for the highest temperature (too frequent
quantum jumps). Also note the clearly observable intrawell motion for the lowest tem-
perature

(at low T ) or suppresses (at high T ) the signal as compared to the two-state
model [22]. Let us note that the two-state model does not exhibit a maximum
of the SNR, but rather monotonically increases as a function of T [22], until
the two-state approximation breaks down for high temperatures. (This can be
traced back to an untypical behavior of the modulated transition rates, whose
modulation amplitudes of which increase with increasing temperature, whereas
the modulation amplitude (3.25) of the classical Kramers rates is approximately
constant in the relevant temperature region.) Although an increase of the SNR
with increasing temperature may also be considered as a fingerprint of stochastic
resonance, this shows that the signal strength S may, in some cases, give a better
quantitative picture of stochastic resonance than the SNR. On the other hand,
the exact model (i.e., without two-state approximation) does exhibit a maximum
of the SNR, since the intrawell dynamics reduce the signal output S at high
temperatures, see Fig. 3.11.
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Fig. 3.11. Signal output S as a function of the temperature T , for the same parameters
as in Fig. 3.10. A stochastic resonance maximum is observed at T � 0.6 K. The circles
show the results of the simulation of the maser dynamics (run for 75 000 s for each
value of T ), which agree perfectly well with the results of an exact calculation of the
power spectrum (dashed line) [22]. The deviation from two state model (solid line)
reveals the influence of the intrawell dynamics

Finally, we want to discuss briefly the case of ‘coherent pumping’, where the
atoms are injected into the cavity in a coherent superposition

|ψ〉 = a|u〉 + b |d〉 (3.74)

of their energy eigenstates. Above, we considered the case a = 1, b = 0, of ‘in-
coherent pumping’(no initial coherence between the upper and the lower atomic
eigenstate). However, by applying a suitable classical microwave pulse on the
atoms just before entering the cavity, we may, in principle, choose arbitrary val-
ues of a and b. In general, an initial atomic coherence between |u〉 and |d〉 will
induce nonvanishing coherences of the cavity field between different photon num-
bers, what prevents the simple description (3.69), (3.70) of the maser dynamics
in terms of a jump process between neighboring photon numbers. Nevertheless,
for suitably chosen experimental parameters, the photon field exhibits - just as
in the case of incoherent pumping - a bistable behavior, with transition rates
W1,2 between two metastable states (although the calculation of the transition
rates is more complicated [15]). In contrast to the case of incoherent pumping,
however, the quantum jumps of the photon field can now be monitored also by
measuring other components of the atomic Bloch vector on exit from the cavity,
e.g., when detecting the atoms in (|u〉±|d〉)/√2 instead of |u〉, |d〉. Furthermore,
we can inscribe the weak periodic signal directly into the initial atomic coher-
ence, by modulating a(t), b(t). A detailed discussion of the thereby achievable
stochastic resonance in the atomic coherence can be found in [8,15].
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Fig. 3.12. Time series of an excitable system such as a neuron. Most of the time the
system resides in its rest state, with output signal V = 0. Excitation to its bursting
state causes a narrow spike in V (t)

3.11 Stochastic Resonance in Excitable Systems

The two state theory describes many systems known to exhibit stochastic reso-
nance. Many, but not all. The original idea and its early development explicitly
considers hopping between two stable states. But it has turned out that stochas-
tic resonance occurs more generally. Today, we think that there are a handful of
different mechanisms, all of which show the same general properties which we
identify with stochastic resonance.

One place where the two state theory won’t do is in so-called excitable sys-
tems. These are systems which spend most of their time in a resting state, but
can enter into a transient bursting state if perturbed strongly enough. Neurons
are a common example. A typical time series is shown in Fig. 3.12. Each exci-
tation event is represented as a narrow spike. Most of the time the system is in
its rest state, where the output V is zero.

We now develop the theory of stochastic resonance for such a system. The
basic idea of the calculation is as follows. First, we imagine that the spike train is
characterized by an event rate α which depends on a weak periodic influence as
well as a (possibly strong) random influence. In the absence of any input signal,
we assume that the events occur randomly and independently at an average rate
α0 which depends on the input noise level. The effect of a weak periodic signal
is assumed to periodically modulate the event rate, so that

α(t) = α0 + ε cosωt . (3.75)

Here, ω is the frequency of the input signal and ε is a constant which depends
on the size of the signal.
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We also assume that each event contributes a narrow spike to the output,
according to

V =
∑
i

F (t− ti) , (3.76)

where the event times are t1, t2, . . . . The pulses are narrow, and it will turn out
that only the pulse area (and not its detailed shape) is important. Note that
overlapping pulses simply add in the output. Under the assumption that the
probability of an event depends only on the instantaneous value of α and not on
the arrival times of any previous events, we can calculate the correlation function
〈V (t)V (t+ τ)〉, and then the power spectrum and the signal to noise ratio.

With this plan in mind, let’s first consider the case where α is constant,
corresponding to the case of no input signal. Then the problem reduces to the
classical ‘shot effect’ [4]. Suppose that there occur exactly K events in a long
time interval t ∈ (0, tmax). We denote the corresponding output by VK . Then

〈VK(t)VK(t+ τ)〉 =
∫ tmax

0

dt1
tmax

. . .

∫ tmax

0

dtK
tmax

K∑
i=1

K∑
j=1

F (t− ti)F (t+ τ − tj)

=
K∑
i=1

K∑
j=1

{∫ tmax

0

dt1
tmax

. . .

∫ tmax

0

dtK
tmax

F (t− ti)F (t+ τ − tj)
}
. (3.77)

The double sum has K2 terms. Of these, there are K terms with i = j and
K(K − 1) terms with i �= j:

〈VK(t)VK(t+ τ)〉 = K

∫ tmax

0

dti
tmax

F (t− ti)F (t+ τ − ti)

+ K(K − 1)
∫ tmax

0

dti
tmax

×
∫ tmax

0

dtj
tmax

F (t− ti)F (t+ τ − tj) . (3.78)

To explicitly evaluate the integrals we assume that the pulse shape F is a rect-
angle of width ∆t and height H. Then

∫ tmax

0

dti
tmax

F (t− ti)F (t+ τ − ti) =
H2

tmax
(∆t− |τ |) , (3.79)

if |τ | < ∆t and is otherwise zero. Plotted as a function of τ , this is a triangle of
width 2∆t and area H2∆t2/tmax. In the limit as ∆t→ 0 and H →∞ such that
the product H∆t remains constant, this becomes a Dirac delta function

∫ tmax

0

dti
tmax

F (t− ti)F (t+ τ − ti) =
(H∆t)2

tmax
δ(τ) . (3.80)
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Similarly, we can evaluate the double integral in (3.78),
∫ tmax

0

dti
tmax

∫ tmax

0

dtj
tmax

F (t− ti)F (t+ τ − tj) ≈
[∫ tmax

0

dti
tmax

F (t− ti)
]2

=
(
H∆t

tmax

)2

, (3.81)

where the first line neglects the small correction for pulses which overlap each
other or the endpoints of the interval (0, tmax). Thus,

〈VK(t)VK(t+ τ)〉 =
K

tmax
(H∆t)2 δ(τ) +

K(K − 1)
t2max

(H∆t)2 . (3.82)

This expression assumes that there are exactly K events in the interval (0, tmax).
Now, the probability that there are exactly K events in a time tmax depends on
the event rate α according to the Poisson distribution:

PK(tmax) =
(αtmax)

K

K!
e−αtmax . (3.83)

Performing the weighted average of (3.82) over all possible K gives us the cor-
relation function

C(τ) =
∞∑
K=0

〈VK(t)VK(t+ τ)〉PK(tmax)

= (H∆t)2
∞∑
K=0

{
K

tmax
δ(τ) +

K (K − 1)
t2max

}
(αtmax)

K

K
e−αt

= (H∆t)2
{
αδ(τ) + α2} , (3.84)

and the corresponding power spectrum is, using (3.9),

S(Ω) = (H∆t)2
{
2α+ 4πα2δ(Ω)

}
. (3.85)

We now repeat the calculation, this time using a time dependent rate α(t).
We modify the Poisson distribution (3.83) as follows

PK(tmax) =
1
K!

ZKe−Z , (3.86)

where

Z(tmax) =
∫ tmax

0
α(t)dt . (3.87)

As a check, this properly reduces to (3.83) when α is constant.
If there are exactly K events in (0, tmax),

〈VK(t)VK(t+ τ)〉 =
K∑
i=1

K∑
j=1

∫ tmax

0

α(t1)dt1
Z

. . .

×
∫ tmax

0

α(tK)dtK
Z

F (t− ti)F (t+ τ − tj) . (3.88)
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Group terms according to whether or not i = j,

〈VK(t)VK(t+ τ)〉 =
K

Z

∫ tmax

0
α(ti)F (t− ti)F (t+ τ − ti)dti

+
K(K − 1)

Z2

∫ tmax

0
α(ti)F (t− ti)dti

×
∫ tmax

0
α(tj)F (t+ τ − tj)dtj . (3.89)

If F is sharply peaked,
∫ tmax

0
α(ti)F (t− ti)dti ≈ α(t)

∫ tmax

0
dtiF (t− ti) = α(t)H∆t , (3.90)

and
∫ tmax

0
α(tj)F (t+ τ − tj)dtj ≈ α(t+ τ)

∫ tmax

0
dtjF (t+ τ − tj)

= α(t+ τ)H∆t , (3.91)

as well as
∫ tmax

0
α(ti)F (t− ti)F (t+ τ − ti)dti ≈ α(t)

∫ tmax

0
F (t− ti)F (t+ τ − ti)dti

= α(t) (H∆t)2 δ(τ) , (3.92)

so that

〈VK(t)VK(t+ τ)〉 =
K

Z
α(t) (H∆t)2 δ(τ)

+
K(K − 1)

Z2 α(t)α(t+ τ) (H∆t)2 , (3.93)

if there are exactly K events in (0, tmax). Taking the weighted sum over all K
yields the full correlation function :

C(τ ; t) =
∞∑
K=0

〈VK(t)VK(t+ τ)〉PK(tmax)

= (H∆t)2 {α(t)δ(τ) + α(t)α(t+ τ)} . (3.94)

As we have come to expect, the presence of the periodic signal results in an
expression which depends on both τ and t, so we perform a phase average to
eliminate the t-dependence. For example, suppose

α(t) = α0 + α1 cos (ωt+ ψ) . (3.95)
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Then we have

〈C(τ ; t)〉ψ =
1
2π

∫ 2π

0
C(τ ; t)dψ

= (H∆t)2
{
δ(τ)α0 + α2

0

+α2
1

1
2π

∫ 2π

0
cos(ωt+ ψ) cos(ωt+ ωτ + ψ)dψ

}

= (H∆t)2
{
δ(τ)α0 + α2

0 +
1
2
α2

1 cosωτ
}
, (3.96)

and the power spectrum becomes

S(Ω) = (H∆t)2
{

2α0 +
4
π
α2

0δ(Ω) +
2
π
α2

1δ(Ω − ω)
}
. (3.97)

More generally, if the rate α is periodic, we can write

α(t) = α0 +
∞∑
j=1

αj cos (jωt+ ψj) . (3.98)

Going through the phase average as before, we arrive at the power spectrum

S(Ω) = (H∆t)2


2α0 +

4
π
α2

0δ(Ω) +
2
π

∞∑
j=1

α2
jδ(Ω − jω)


 . (3.99)

This describes a constant broadband background plus a series of spikes at the
signal frequency ω and its harmonics. Reading off the signal to noise ratio yields

SNR =
α2

1

πα0
. (3.100)

To complete the theory, we need to know how the event rate depends on the
system parameters, in particular the input noise intensity. Since this depends on
the specific details of the system, we consider an example. Suppose α obeys a
Kramers-type formula

α(t) = exp
[
−U
κ

(1 + η cosωt)
]
, (3.101)

where κ is the noise strength and U, η, and ω are constants. The justification
for this form in terms of a particular Langevin model can be found elsewhere
[23]; U plays the role of the potential barrier and η is proportional to the signal
amplitude. The rate can be Fourier expanded as in (3.98). For the SNR we need
only the lowest two coefficients α0 and α1, with result

SNR =
8I2

1 (z)
πI0(z)

e−U/κ , (3.102)
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Fig. 3.13. Signal to noise ratio vs. noise input strength from the theory for excitable
systems. Much as for bistable systems treated in the preceding sections, the maximum
SNR is reached at an optimal, non-vanishing noise level

where In is the modified Bessel function of order n and z = ηU/κ. A plot of
the SNR vs. κ is shown in Fig. 3.13. The theory predicts an increase in SNR
over some range of noise input. The theory does a fair job explaining data from,
e.g., experiments on crayfish mechanoreceptors and simulations of the Fitzhugh-
Nagumo equation [23]. The biggest discrepancy is that the theory predicts too
rapid a fall off at high noise. This could be due to the breakdown of some
fundamental assumption such as statistical independence of consecutive events,
or may simply reflect that the Kramers-type formula (3.101) doesn’t properly
capture the true rate dependence. In fact, there is nothing published (to our
knowledge) on what the correct rate formula should be for either the crayfish
neuron or the Fitzhugh-Nagumo equation, so there is no reason to expect close
agreement. The important point to take away is that the qualitative behavior
is common to the various systems, and is the same whether the underlying
dynamics represents bistable switching or excitable bursting.

3.12 The Frontier of Stochastic Resonance

Noise is usually considered a nuisance, but in systems which display stochastic
resonance an increase in input noise improves their sensitivity to discriminate
weak signals. Stochastic resonance is now firmly established as a common phe-
nomenon which appears in a wide variety of physical situations. And the list of
examples continues to grow.

The study of stochastic resonance is by now a mature field. There are several
similar but distinct fundamental mechanisms that can give rise to the effect,
two of which we covered in this chapter. The quantum mechanical version of
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stochastic resonance is far less studied than its classical counterpart, and the
future may hold great advances in this direction. Indeed, quantum opticians are
recently getting aware of this robust phenomenon [8,15,22,24,25,26,27,28]. In the
classical context, the great unresolved issue is whether there are any practical
applications of stochastic resonance.

Ideas for applications fall into two categories. The first involves engineering
technology. There have been proposals for direct use in electronics, resulting
in at least two U.S. government patents [29,30]. Another technological use is
to retrofit threshold detectors whose performance have degraded with age. The
most interesting example of this type may be the biomedical application of spe-
cially designed stockings for people with diminished balancing ability to help
them stand up [31].

The other category of applications is biological systems: does Mother Nature
already use stochastic resonance in some of her detectors? Sensory neurons are
notoriously noisy, and stochastic resonance might account for the exquisite sen-
sitivity of some animals to detect weak coherent signals. The first experiments
on biological stochastic resonance were reported in 1993 using mechanoreceptors
of the crayfish Procambarus clarkii [32]. Two years later, experiments demon-
strated stochastic resonance at the sub-cellular level in lipid bilayer membranes
[33]. Other examples include the mechanosensory systems used by crickets to de-
tect air currents [34] and by rats to detect pin pricks [35]. Experiments on hair
cells, important auditory detectors in many vertebrates (including humans), are
especially suggestive [36]: the optimal noise level appears to coincide with the
naturally occurring level set by equilibrium thermal fluctuations! Perhaps these
cells evolved to take maximum advantage of these inevitable environmental fluc-
tuations.

The change in context from physical to life sciences has led researchers to
reconsider and refine even some very basic issues. For example, the extension
of stochastic resonance to excitable systems was primarily motivated by exper-
iments on neurons. In a similar way, a theoretical mechanism which employs a
randomly fluctuating rate [37] raises interesting fundamental questions concern-
ing its connection with microscopic stochastic descriptions. Another question of
great importance is: what is the most appropriate measure of ‘output perfor-
mance’? In the biological context information transmission is more significant
than signal-to-noise ratio, but it may be that the most relevant measure – what-
ever it is – depends on the particular application. Related to this is the question:
what kind of signals are most relevant? Truly periodic signals are uncommon in
the natural world, and the nonlinear nature of stochastic resonance suggests
that the study of complicated signals cannot be reduced to a superposition of
elemental periodic ones. And what about other important biological properties
of sensory neurons such as adaptation and refraction? These effects are absent
from existing theories of stochastic resonance. Finally, the biological context has
given new impetus to the study of stochastic resonance in arrays of elements
[38,39], where it appears both that overall performance can be improved and
that tuning of the noise strength may be unnecessary.
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Introduction

These notes give an introduction to some aspects of quantum Markov processes.
Quantum Markov processes come into play whenever a mathematical description
of irreversible time behaviour of quantum systems is aimed at. Indeed, there is
hardly a book on quantum optics without having at least a chapter on quantum
Markov processes. However, it is not always easy to recognize the basic concepts
of probability theory in families of creation and annihilation operators on Fock
space. Therefore, in these lecture notes much emphasis is put on explaining the
intuition behind the mathematical machinery of classical and quantum proba-
bility. The lectures start with describing how probabilistic intuition is cast into
the mathematical language of classical probability (Sects. 4.1–4.3). Later on, we
show how this formulation can be extended such as to incorporate the Hilbert
space formulation of quantum mechanics (Sects. 4.4,4.5). Quantum Markov pro-
cesses are constructed and discussed in Sects. 4.6,4.7, and we add some further
discussions and examples in Sects. 4.8–4.11.

It follows a detailed description of the contents of these lectures. The first
three sections provide the necessary background from the theory of classical
Markov processes. Even in discussions on quantum optics the classical theory
still has its place, not only as a motivation, but also when discussing stochastic
behaviour through phase space methods (e.g. P–, Q–, and Wigner representa-
tions).

The mathematical treatment of classical stochastic behaviour naturally breaks
into two parts: First there is what could be called the phenomenological descrip-
tion of stochasticity: It is confined to develop a mathematical description of what
one really sees. After the discussion of a motivating example (Sect. 4.1) this is
discussed in Sect. 4.2. In a second step one goes, however, much further: One
assumes that the world can be described by certain mathematical models, for
example by random variables on an abstract probability space. In most cases
this space is not believed to be a realistic model of the world, but nevertheless
it turns out to be extremely useful. This approach is disscussed in Sect. 4.3.

In the following Sect. 4.4 we give a formulation of traditional quantum me-
chanics. It then needs to be extended in order to include also the description of
classical systems. Within this framework we are finally in a position to define the
basic notions of probability, including the notion of a Markov process, such that it
is applicable to classical as well as to quantum systems. This is done in Sect. 4.5.
After this preparations we construct and discuss quantum Markov processes in
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Sect. 4.6. It turns out that in a quantum context the construction of Markov
processes is different from what one is used to from the classical theory. As an
illustration a class of simple processes describing a spin-1/2-particle in a stochas-
tic magnetic field is discussed in Sect. 4.7. Associated to any Markov process is
a semigroup of completely positive transition operators. Complete positivity is
introduced in Sect. 4.8 while continuous semigroups of completely positive op-
erators and their Lindblad generators are discussed in Sect. 4.9. In Sect. 4.10
a different type of quantum Markov processes is described which is used in the
description of repeated quantum measurement. We discuss the ergodic theory of
these processes and show that a single long sequence of repeated measurements
contains the same information as a sample of many such sequences. Finally we
show in Sect. 4.11 that the micromaser is a realization of a quantum Markov
process and we discuss an application of the general theory to the preparation
of quantum states of this system.

4.1 An Example

This first section motivates some fundamental concepts with a simple example.

4.1.1 The System

Suppose, we are observing over some time a travelling salesman. He is commuting
between three different cities, called (for historical reasons) R, S, and T. On a
single day we find that he is doing at most one travelling (or he stays overnight
in the city where he is). After some time of observation we find out that he
travels between R, S, and T with certain probabilities. More precisely, suppose
that we find out that

i) the probability for taking a route does not change in time,
ii) the probability for taking a route (say S → R) depends only on the starting

point (S), but not on the history (how he did come to S).

The first property is called homogeneity (in time), the second is the Markov
property : It appears as if the salesman had no memory.

To have a concrete example in mind suppose we observe a behaviour as
indicated by the following diagram:
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For example, when in R, then the salesman travels with a probability of 2/3 to
S, with a probability of 1/3 he stays at R overnight. There seems to be no direct
way to come from R to T within one day (so we omitted this route which is
taken with probability 0).

4.1.2 One Time Step

It turns out to be convenient and useful to write this information into the en-
tries of a matrix: We number the cities R, S, and T from 1 to 3 and write the
probability for taking the route from city i to city j into the (i, j)–entry of a
3× 3–matrix T , i.e.,

T =




1
3

2
3 0

1
3 0 2

3

0 1
3

2
3


 .

This matrix is called transition matrix (this is why we call it T ) and it contains
all information on the process. By its probabilistic interpretation, all its entries
have to be positive real numbers between 0 and 1. Moreover, when being in a
city, the salesman has to do something: Therefore the entries in each individual
row have to sum up to 1. This is equivalent to the requirement

T


1

1
1


 =


1

1
1


 .

In general, such matrices with non-negative entries and rows summing up
to 1 are called stochastic matrices. They play a fundamental role in the phe-
nomenological description of Markovian behaviour and we will meet various
generalizations of them.

4.1.3 Many Time Steps

Suppose now that we observed the salesman starting in S but we have not been
able to follow which route he has taken afterwards. So the best we can say on his
whereabouts the next day is his probability distribution, in our case (1/3, 0, 2/3).
And what can we say about the day after? By summing over all possible paths
we will now find the probability distribution (1/9, 4/9, 4/9).

For example, the probability to come from S to S within two days is computed
as

P(S 2→ S) = P(S→ R→ S) + P(S→ S→ S) + P(S→ T→ S)

= 1
3 · 2

3 + 0 · 0 + 2
3 · 1

3

= 4
9 .
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It is one of the basic tools of probability theory that summing over paths is
‘the same’ as matrix multiplication. Indeed, computing the probability of coming
from city i to city j within two days gives

Ttwo days(i, j) =
∑
k T (i, k)T (k, j)

= T 2(i, j) .

Similarly, for n days we obtain

Tn days(i, j) =
∑
k1,k2,...,kn−1

T (i, k1)T (k1, k2) . . . T (kn−1, j)

= Tn(i, j) .

These equations are referred to as Chapman–Kolmogorov equations. Therefore,
the salesmans probability distribution after two days can be computed as

(
1
9
,
4
9
,
4
9

)
=
(

1
3
, 0,

2
3

)
· T = (0, 1, 0) · T 2

(row by matrix multiplication).
In general, if we know at a certain day the salesman’s probability distribution

to be (p1, p2, p3) (where pi ≥ 0 ,
∑
i pi = 1) then our knowledge n days later,

when we haven’t been able to do any observation, is adequately described by

(p1, p2, p3) · Tn .

We end this discussion with the following observation: π :=
( 1

7 ,
2
7 ,

4
7

)
is a

stationary probability distribution, i.e., π ·T = π. Moreover, when starting with
an arbitrary initial probability distribution π0, then limn→∞ π0 · Tn = π. Thus,
when we are not able to perform further observations, we find a high probability
for the salesman to be in T – perhaps he is living there.

4.1.4 Outlook

In the discussion of this simple example we already touched many basic ideas of
a phenomenological description of Markovian behaviour.

All of what comes now is merely a reformulation of these ideas into more
elaborate mathematical terms. Unfortunately, this is necessary when one wants
to describe systems whose behaviour in time still follows the same intuitive ideas,
but their state spaces are more complicated than consisting just of three elements
like {R,S,T}. A second complication comes when we consider continuous time
and we can no longer follow step by step of what the system is doing.

There is an immense literature on Markov chains with finite state space
since they model appropriately a large number of situations of practical interest.
Almost every book on probability contains chapters on this subject, like [5,7,27].
Large parts of these discussions are concerned with the asymptotic behaviour
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of those processes like existence of periodic states, convergence to stationary
probability distributions, etc., but this is outside the scope of the present lectures.
It should be noted that already the extension of these results to the case of a
countable state space is not trivial. The books [29] and [11] contain a lot of
information on this particular subject.

4.2 Markovian Behaviour on General State Spaces

When we consider a system whose possible states cannot be collected into a finite
set and we want to describe this even in continuous time, then there are at least
three problems to face which force us to blow up the mathematical apparatus
enormously:

1) If there is a continuum Ω0 of possible states, then the probability for moving
from a state x ∈ Ω0 to a state y ∈ Ω0 will be zero in most cases. Therefore,
instead of considering transition probabilities between states, we should con-
sider transitions from a state x ∈ Ω0 into a subset A ⊆ Ω0 such that their
probabilities do no longer vanish.

2) When trying to associate probabilities for transitions from x to arbitrary
subsets A ⊆ Ω0 in a consistent way one is led into deep mathematical prob-
lems. The way out is to allow A to be a member only of a σ-algebra of subsets
of Ω0. Thus measure theory comes into play.

3) In continuous time there is no smallest time step. Therefore, one either has
to consider all time steps simultaneously – which leads to considering con-
tinuous semigroups of transitions – or one tries to consider infinitesimal time
steps – which leads to a description by partial differential equations. But in
both cases one first has to create ‘good’ spaces where such formulations can
fruitfully be carried through.

4.2.1 Transition Probabilities with Densities

If the state space Ω0 is not too general, R
n or C

n would be typical cases, then
one can still hope that transition probabilities can be described by a density
function p(x, y) on Ω0 ×Ω0 such that the probability of coming from x ∈ Ω0 to
a subset A ⊆ Ω0 is given by

P(x,A) =
∫
A

p(x, y)dy .

Perhaps the most prominent example is the Gaussian density given by

p(x, y) =
1√

2πσ2
· e−(x−y)2/2σ2

for Ω0 = R.
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In such a formulation a Markovian behaviour in discrete time is determined
by a transition probability density function p on Ω0 × Ω0 with values in the
non-negative real numbers such that

∫
Ω0

p(x, y)dy = 1

for all initial values x ∈ Ω0. The function p describes the transition probabilities
for one time step.

If we assume again, as in our first example, that the transition probabilities
do not change in time and don’t depend on the history, then we can compute
from p =: p1 the transition probability density function for two time steps by

p2(x, y) :=
∫
Ω0

p(x, z)p(z, y)dz

and for n steps by

pn(x, y) :=
∫
Ω0
p(x, z) · pn−1(z, y)dz

=
∫
Ωn−1

0
p(x, z1) · p(z1, z2) · . . . · p(zn−1, y)dz1 . . .dzn−1 .

Again, this is called the Chapman–Kolmogorov equation.
As in our introductory example in Sect. 4.1, if we start with an initial prob-

ability density p0 on Ω0, it will change to

pn(x) =
∫
Ω0

p0(z)pn(z, x)dz

after n time steps (in this notation one has to distinguish between pi with one
and pi with two arguments).

So far we did not further specify the type of functions used for the transition
probability densities. Indeed, here comes a problem: Such a probability density
doesn’t need to be continuous, it even doesn’t need to be a function: Even in the
case when nothing is happening and the system does not change its state, the
appropriate choice for p would be the δ-function δ(x−y), which is not a function
but a measure. Similarly, if the system jumps from one state into another state
with some positive probability, we cannot expect p to be a classical function.
Nevertheless, with some precautions and good intuition such functions can be
used.

4.2.2 Transition Kernels

What follows is a brief outline of the most general description of Markovian
behaviour. This will then be specialized in Sect. 4.2.3 to a situation which is
more tractable. For convenience we first review some basic notions of measure
theory.
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A σ-algebra Σ of Ω is a set of subsets of Ω which contains the empty set, it
contains with each set also its complement and it contains with any countable
set of subsets also its union. On spaces like R and C we consider always the
Borel-σ-algebra which is generated by the open subsets.

A measure µ on (Ω,Σ) is a map µ : Σ → [0,∞] := R+ ∪ ∞ which is σ-
additive, i.e., additive on countable unions of disjoint subsets in Σ. If µ(Ω) = 1
then µ is called a probability measure and (Ω,Σ, µ) a probability space. Further
information on the basic notions of measure theory may be found, e.g. in [28].

Fixing some further notation, if Ω is any set and Σ a σ-algebra of subsets
of Ω, we call (Ω,Σ) a measurable space. If (Ω,Σ) and (Ω′, Σ′) are measurable
spaces then a map f : Ω → Ω′ is called measurable if f−1(A) ∈ Σ for all A ∈ Σ′.
If µ is a (probability) measure on (Ω,Σ) such a map f induces a (probability)
measure µ′ on (Ω′, Σ′) via µ′(A) := µ(f−1(A)), which is called its distribution .

The basic idea behind the following is to work persistently with the proba-
bilities for jumping from a state ω ∈ Ω into a subset A ⊆ Ω. Fixing the state ω
this should be a probability measure on the subsets:

A kernel on a measurable space (Ω,Σ) is a mapping K : Ω × Σ → [0,∞]
such that

• for all A ∈ Σ : Ω � ω 	→ K(ω,A) ∈ [0,∞] is measurable,
• for all ω ∈ Ω : Σ � A 	→ K(ω,A) is a measure on (Ω,Σ).

If K(ω,Ω) = 1 for all ω ∈ Ω then K is called a Markov kernel and the
number K(ω,A) ∈ [0, 1] should be interpreted as the probability of coming from
ω into the set A.

A Markov kernel K transforms a probability measure µ on (Ω,Σ) into the
probability measure

µ ◦K : Σ � A 	→
∫
Ω

K(ω,A)dµ(ω) . (∗)

Given two kernels K and L they can be composed to a new kernel K ◦ L
defined as

K ◦ L(ω,A) :=
∫
Ω

L(y,A)K(ω, dy) , (∗∗)

where K(ω, dy) denotes integration with respect to the probability measure Σ �
A 	→ K(ω,A).

Markov kernels generalize stochastic matrices: If T = (τij)i,j is any stochastic
n× n-matrix then on Ω := {1, . . . , n} a kernel K = KT is obtained as

KT (i, A) =
∑
j∈A

τij

for A ⊆ Ω. Conversely, every kernel on Ω is of this type. Equation (*) generalizes
the fact that a stochastic matrix T transforms a probability distribution π into
the probability distribution π · T , and (**) generalizes matrix multiplication.
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Similarly, Markov kernels generalize a description by transition probability
densities: If p : Ω × Ω → R is such a density then K(ω,A) :=

∫
A
p(ω, y)dy will

be a Markov kernel.
Thus, in a risky formulation, Markov kernels are something like stochastic

matrices with probability measures as columns.
Alike transition matrices and transition probability densities, Markov kernels

determine a Markovian system: If a kernel K on Ω0 models the behaviour within
one time step then, under the same assumptions as before, K ◦ K models the
behaviour within two time steps and the n-fold composition K ◦ . . . ◦ K for n
time steps.

Despite their abstractness Markov kernels are used and even generalized in
physics, for example in the theory of repeated measurement ([3]). A version of
such kernels is discussed in Sect. 4.10.

4.2.3 Transition Operators

While the formulation with transition probability densities is too special the
notion of a Markov kernel is so general that one cannot expect to have a good
description of, e.g., infinitesimal behaviour in continuous time. Fortunately, there
is a formulation of intermediate generality which is very useful both for classical
probability theory as well as for possible generalizations to quantum mechanics.
Basically it is the transition from the Schrödinger picture to the Heisenberg
picture, but now performed within the framework of the classical theory:

Consider, again, the example of a stochastic matrix T = (τij)i,j . If π =
(π1, . . . , πn) is the vector of a probability distribution then its change after one
time step is given by π ·T , i.e., by row by matrix multiplication. But there is also
matrix by column multiplication, and column vectors, in this interpretation, are
random variables – the classical counterpart of observables to which they are
generalized in quantum mechanics. The time behaviour of random variables is
dual to the time behaviour of probability distributions where the duality is given
by the expectation value, i.e., the scalar product: Indeed, if x is a column vector,
then 〈πT, x〉 = 〈π, Tx〉 (note that T has positive, hence real, entries).

In the general case, if K is a Markov kernel on (Ω,Σ) and f : Ω → R is a
bounded measurable function then

(TKf)(ω) :=
∫
Ω

f(ω′)K(ω, dω′)

is again a bounded measurable function and K can be considered as a linear op-
erator TK on the space of such functions. This operator has obvious properties
like (TKf) ≥ 0 if f ≥ 0 and TK(1l) = 1l, where 1l is the constant function with
value 1. In addition, TK has some (order) continuity property. Under reasonable
conditions on (Ω,Σ) (e.g. Ω Polish, i.e., homeomorphic to a separable complete
metric space), which are satisfied for most cases of interest like for Ω = R

n, C
n,

there is a biunique correspondence between Markov kernels and such operators.
The basic advantage of turning from K to TK is the fact that in many cases
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the operator TK can be restricted to some good Banach space of functions on
Ω where techniques from functional analysis can be used. For example, if K is
a kernel on R

n then in most cases of practical interest TK can be considered as
an operator on the space C̃0(Rn) of continuous functions f on R

n whose limit
lim|x|→∞ f(x) exists. The operator TK on these functions is dual to the trans-
formation induced by K on the probability measures: For every such measure µ
and for all f ∈ C̃0(Rn) we obtain∫

Rn

Tkfdµ =
∫

Rn

fd(µ ◦K) .

It is worth mentioning that the passage from K to TK is multiplicative: If L is
another such kernel, then TK◦L = TK · TL, in particular TKn = TnK , for n ∈ N.

Suppose, finally, that for the Markov kernel K there does exist a transition
probability density p. Then TK can be written as

(TKf)(ω) =
∫
Ω

f(ω′)p(ω, ω′)dω ,

i.e., TK has an integral kernel.
But there are many more cases in which TK is a well defined operator on

C̃0(Rn) although no transition probability density does exist. The cases where
jump processes are involved are important examples for such a situation. In the
following an operator of the type TK will be called transition operator.

4.2.4 Continuous Time

Although the case of continuous time is not the main focus of these notes we
briefly describe the passage from discrete to continuous time. Common to all
descriptions of Markovian behaviour in discrete time was the fact that there is
a description of a first time step from which the description of the n-th time
step was obtained by iteration. The description of n-th time step behaviour in
terms of the one time step behaviour is obtained from the Chapman–Kolmogorov
equations. In continuous time there is no first time step so we have to consider
all times simultaneously and the Chapman–Kolmogorov equations turn into a
semigroup law.

Semigroups of Transitions. In the case of a finite state space the transition
probabilities between time zero and time t ≥ 0 are described by a stochastic
matrix Tt, and since the composition of time intervals corresponds to matrix
multiplication (cf. Sect. 4.1.3) the family (Tt)t≥0 has the properties

i) T0 = 1l, the identity matrix,
ii) Ts+t = Ts · Tt for s, t ≥ 0 (semigroup law).

The semigroup law can be written more impressively: Consider a sequence
of time steps

0 < t1 < t2 < . . . < tn−1 < tn = t ,
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and denote the entries of the matrix Ts by τ sij . Then we may write

Tt = Tt−tn−1 · Ttn−1−tn−2 · . . . · Tt2−t1 · Tt1
and

τ ti,j =
∑

k1,...,kn−1

τ
t−tn−1
i,kn−1

· τ tn−1−tn−2
kn−1,kn−2

· . . . · τ t2−t1
k2,k1

· τ t1k1,j .

This, again, deserves the name Chapman–Kolmogorov equation.
Turning to the description by transition probability densities we must have

a function pt on Ω0 ×Ω0 for every t ≥ 0 such that

i) p0(x, y) = δx,y ,
ii) ps+t(x, y) =

∫
Ω0
ps(x, z)pt(z, y)dz for s, t ≥ 0 .

Again, the semigroup property ii) can be split up as above by inserting interme-
diate time steps.

Similarly, a family Kt, t ≥ 0, of Markov kernels on (Ω,Σ) describes a Marko-
vian behaviour if

i) K0(x,A) = χA(x) =
{

1 , if x ∈ A ,
0 otherwise ,

ii) Ks+t = Ks ◦Kt for s, t ≥ 0.

Finally, any family (Tt)t≥0 of positive identity preserving transition operators
should satisfy

i) T0 = 1l,
ii) Ts+t = Ts · Tt for s, t ≥ 0.

Infinitesimal Generators. Instead of considering transitions for all positive
times simultaneously, one would like to turn to a differential description of the
infinitesimal time step. From this the time evolution can be characterized as the
solution of a differential equation.

To begin with, consider (Tt)t≥0, a semigroup of stochastic matrices as above.
It is a non-trivial fact that in the finite dimensional case continuity in t of this
semigroup implies its differentiability. Hence there is an n × n-matrix L, called
its generator, such that

Tt = eLt ,

hence
Ṫt :=

d
dt
Tt = L · Tt , T0 = 1l ,

which is a system of ordinary linear differential equations of first order.
Written more explicitly, if π is any initial probability distribution vector and

if we put πt := π · Tt, then the time evolution satisfies

d
dt
πt = πtL , π0 = π .
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Dually to this a column vector x behaves in time according to

d
dt
xt = L(xt) , x0 = x ,

where xt := Tt(x).
An enormous amount of efforts has been made in the second half of the 20th

century to generalize such a differential description from the finite dimensional to
more general cases. It is one of the main advantages of the formulation in terms
of transition operators that here such a differential description can be obtained
in many cases. The starting point of all these considerations is the following
fundamental result:

Theorem 1. Let E be any Banach space and (Tt)t≥0 be a family of bounded
linear operators on E such that

i) T0 = Id, the identity on E,
ii) Ts+t = Ts · Tt for s, t ≥ 0,
iii) limt↓0 ‖Ttx− x‖ = 0 for all x ∈ E (i.e., (Tt)t≥0 is strongly continuous).

Then there exists a – usually unbounded but closed – operator L defined on a
dense domain D ⊆ E such that xt := Ttx satisfies for all x ∈ D the differential
equation

d
dt
xt = Lxt , x0 = x (t ≥ 0) .

In this case L is called the generator of Tt, and one writes Tt = eLt. In many
cases, however, eLt has no obvious independent meaning, e.g. it cannot always
be defined through a power series. More information on the general theory of
semigroups of operators and their generators can be found in many books, for
example in [4].

From Generators to Partial Differential Equations. If we specialize now
from general semigroups of operators to semigroups of transition operators, a lot
more information is available. The following result is a paradigmatic example for
this type of information. Let E be the Banach space C̃0(Rn) equipped with the
supremum norm as considered in Sect. 4.2.3, and let (Tt)t≥0 be a semigroup of
positive, identity preserving operators satisfying the assumptions of the previous
theorem.

Theorem 2. If f ∈ E is twice continuously differentiable and we put ft := Ttf
then ∂tft(x) exists on R

n and satisfies a partial differential equation of the form

∂
∂tft(x) =

∑
i ai(x, t)

∂
∂xi

ft(x)

+
∑
i,j

1
2 bij(x, t)

∂2

∂xi∂xj
ft(x)

+
∫

Rn ft(y)dw(y, t)

for suitable functions ai, bij and measures w(·, t).
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Further inspection of this equation shows that the first summand on the right
hand side describes a deterministic drift, the second leads to a diffusion and the
third summand describes a superposition of jump processes.

In the literature a similar equation can sometimes be found for transition
probability densities under the name differential Chapman–Kolmogorov equa-
tion. However, as long as jump processes are present, its mathematical meaning
is difficult to establish, as it involves differential calculus on δ-functions. On the
other hand, without jumps there are resonable situations when such an equation
for the transition probability densities (pt)t≥0 holds. It then takes a form like

∂
∂tpt(x, y) = −∑

i

∂
∂xi

(ai(x, t) pt(x, y))

+
∑
i,j

1
2

∂2

∂xi ∂xj
(bij(x, t) · pt(x, y))

which is referred to as the Fokker–Planck equation.
From a mathematical point of view it has many advantages to study tran-

sition operators on spaces like C̃0(Rn). However, from the point of view of
intuition one would like to see probabilities to evolve in time. Indeed, this
can be done: Probability measures are elements in the Banach space dual of
C̃0(Rn). (The dual of a Banach space E is the space of all continuous linear
functionals on E and a probability measure µ on R

n induces such a functional
ϕµ : C̃0(Rn)→ C : f 	→ ∫

Rn fdµ.) And the Banach space adjoint of a transition
operator Tt on C̃0(Rn) maps probability measures into probability measures.
Even better, in many cases probability measures with densities in L1(Rn) are
mapped into itself and one can consider the adjoints of Tt on L1(Rn). Then one
can again write down a partial differential equation for this evolution which is
of the same type as the equation for ft above.

4.3 Random Variables and Markov Processes

So far we merely developed a mathematical language in order to describe what
we see: A system changing its state randomly. Our vocabulary developed so far
is built around the notions of state space, probability, and transition probability.
Although many problems in probability can be successfully discussed on this level
– the treatment in [7] is an impressive example for this – there are questions
which require the introduction of concepts of a more theoretical nature like
random variables and path spaces.

4.3.1 Example and Motivation

The Problem. Considering, once again, our introductory example of Sect. 4.1
of a travelling salesman. We noted that every initial probability distribution fi-
nally converges to (1/7, 2/7, 4/7). What is the probabilistic meaning of this? One
possible answer is that we observe many salesmen who are, at the beginning of
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our observation, distributed over the cities according to a given initial distribu-
tion. If they are travelling independently of each other according to our assumed
transition probabilities then after many days we will find them distributed ap-
proximately like (1/7, 2/7, 4/7).

However, one could guess even more: If we follow the route of only one trav-
eller, we expect that he will touch every city rather soon. But according to the
Markov property, each day can be considered as a starting point of a new travel.
From this point of view one long travel contains many travelling routes, one
starting at the first day, one starting with the second, and so on. Thus we can
expect that even one salesman will meet, in the course of many days, the cities
R, S, and T with a relative frequency of 1/7, 2/7, and 4/7, respectively. How can
we make such a statement mathematically precise? The first idea might be to
say that every route meets these cities with the above relative frequencies. But
this is not true, because a route changing only between T and S is not excluded
by our laws – it is just very very unlikely. In order to formulate this rigorously
we need a probability measure on the set of all possible routes. Then we can
hope for a statement of the type that on ‘most’ routes the various cities are met
with the relative frequencies as indicated above.

Construction of a Stochastic Process. The mathematical model which al-
lows to prove such statements is formulated as follows: For Ω0 = {R,S,T} or for
any other finite set Ω0 we form the space

Ω := ΩN0
0

of all one-sided sequences of elements of Ω0; in our example they represent all
possible travelling routes – likely or not. In general, elements of Ω are called
paths and Ω is the path space of the process.

The space Ω is already very large and we cannot assign in general a prob-
ability to each of its subsets. Therefore one has to single out a σ-algebra Σ of
subsets which is generated by the cylinder sets

Λi0,...,ik := {ω ∈ Ω : ω0 = i0, ω1 = i1, . . . , ωk = ik} ,
for any choice of elements i0, . . . , ik ∈ Ω0 and any k ∈ N. In our example it
consists of all routes starting with a fixed sequence (i0, . . . , ik) of cities. As in
our example we assume that the transition probabilities are given by the entries
of a stochastik matrix T = (τij).

Theorem 3. (Kolmogorov) If π0 = (p1, . . . pn) is any initial probability distri-
bution on Ω0 then there exists a unique probability measure µ on (Ω,Σ) such
that

µ(Λi1 , ... , ik) = π0(i0) · ti0,i1 · . . . · tik−1,ik

for all cylinder sets.

This is very intuitive, as the probability of the set of all paths starting with
(i0, . . . , ik) is the probability of having a route (i0, . . . , ik). The σ-algebra Σ,
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however, contains also other sets which are very different from cylinder sets.
Nevertheless their probability is already uniquely determined.

As indicated in the introduction the probability space (Ω,Σ, µ) is a theoret-
ical construct: It is not the probability space of a part of the real world, but an
artificial model of it. But suppose that a demon (he is a relative of Maxwell’s
demon who knows the state of the world completely) tells us that the world is
realizing the state ω ∈ Ω of our artificial world then the state of the system Ω0
at time n can be read out as the value of

Xn : Ω → Ω0 : ω = (ω0, ω1, . . .) 	→ ωn

at ω ∈ Ω. The map Xn is an example of a random variable and the family
(Xn)n∈N0 is an example of a stochastic process. If we are not lucky enough to
meet such a demon then the random variables Xn are still useful. For example,
the distribution induced by Xn on Ω0 is the correct probability distribution
π0 · Tn on Ω0 after n steps.

As time goes by today’s tomorrow is tomorrow’s today; that is, if ω =
(ω0, ω1, . . .) ∈ Ω is any path then ω1 is the starting point of another path
(ω1, ω2, . . .) which starts one time step later. Therefore, it makes sense to describe
time translation by the left shift on Ω (omitting the first component).

Solving the Problem. The above considerations should motivate the defini-
tions to come. But first we show that (Ω,Σ, µ) is an appropriate mathematical
model in order to answer questions like the above on relative frequencies of visits.
Indeed, in our example the following holds:

Theorem 4.

lim
N→∞

1
N
|{k : 0 ≤ k ≤ N − 1 : ω(k) = R}| = 1

7

µ-almost surely on ω ∈ Ω.

That is, the set of paths ω ∈ Ω, where this statement is not correct, has
measure zero; therefore, the probability of a ‘correct’ behaviour is 1, other paths
are very, very unlikely.

The theorem says that the probability 1/7 of being in R, averaged over all
paths – space average – is the same as the probability of being in R when following
one path in time – time average. It is a very special case of the famous individual
ergodic theorem of Birkhoff (cf. Sect. 4.3.4). A generalization of this result to the
outcomes of a repeated quantum measurement is discussed in Sect. 4.10.

4.3.2 One Random Variable

We proceed to introduce the stochastic language. Throughout the following
(Ω,Σ, µ) is a probability space and (Ω0, Σ0) is a measurable space.

A measurable mapping X : (Ω,Σ)→ (Ω0, Σ0) (i.e., X is a mapping from Ω
to Ω0 which is Σ – Σ0 measurable) is also called a random variable. This is only a
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new name for a known mathematical object. The name should appeal to a certain
intuition as indicated in the above examples: The random variable X describes
the influence of a world (Ω,Σ, µ) onto a state space (Ω0, Σ0). In particular, it
induces a distribution ν on (Ω0, Σ0) : ν(A) = µ(X−1(A)) =: P(X ∈ A). The last
expression should appeal to the intuitive meaning that ν(A) is the probability
that X takes a value in A.

The case of real-valued random variables, i.e., Ω0 = R, is of special impor-
tance. Characteristic properties of such a random variable are described by its
expectation

E (X) : =
∫
Ω
X(ω)dµ(ω)

=
∫

R
xdν(x)

and its variance
V (X) : =

∫
Ω

(X − E(X))2(ω)dµ(ω)

= E
(
(X − E(X))2

)
.

4.3.3 Two Random Variables

If X1, X2 : (Ω,Σ, µ) → (Ω0, Σ0) are two random variables then the probability
P(X1 ∈ A and X2 ∈ B) that X1 has a value in A ∈ Σ0 and X2 has a value in
B ∈ Σ0 is given by

µ
(
X−1

1 (A) ∩X−1
2 (B)

)
.

It defines a probability measure ν1,2 on Ω0 ×Ω0, called the joint distribution of
X1 and X2, since it is the distribution of the random variable

(X1, X2) : Ω � ω 	→ (X1(ω), X2(ω)) ∈ Ω0 ×Ω0 .

The distributions ν1 and ν2 induced by X1 and X2 on (Ω0, Σ0) are recovered
as marginal distributions of ν1,2 : ν1(A) = ν1,2(A×Ω0), ν2(B) = ν1,2(Ω0 × B).
Similarly, joint distributions of n random variables are defined.

A joint distribution ν1,2 on Ω0 × Ω0 is just a probability measure on this
product space. Fixing a set B ∈ Σ0 then Σ0 � A 	→ ν1,2(A × B) is a measure
on Σ0 dominated by the marginal distribution ν1. Therefore, by the Radon–
Nikodym theorem there is a density function on Ω0, call it ω 	→ K(ω,B), such
that

ν1,2(A×B) =
∫
A

K(ω,B)dν1(ω) ,

and it is not difficult to guess that K is a kernel on Ω0. Conversely, any kernel K
on (Ω0, Σ0, ν1) determines a probability measure ν1,2 on Ω0 ×Ω0 via the above
identity.

Therefore, given an initial probability measure ν1 on (Ω0, Σ0) there is a
canonical biunique correspondence between

• Probability measures ν1,2 on Ω0×Ω0 with first marginal distribution ν1, i.e.,
ν1(A) = ν1,2(A×Ω0),
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• transition kernels on (Ω0, Σ0) with an ‘initial distribution’ ν1.

and, in many cases of practical interest,

• transition operators TK on a space of functions on Ω0 with an ‘initial distri-
bution’ ν1.

4.3.4 Many Random Variables

In the following T stands for any of the time parameter sets N0, Z, R+, R.
A family of random variables (Xt)t∈T : (Ω,Σ, µ) → (Ω0, Σ0) is also called

a stochastic process. A random variable Xt is interpreted as the description of
the influence of a world (Ω,Σ, µ) onto the system (Ω0, Σ0) under observation.
Therefore, in this description random variables change in time and we are work-
ing in a sort of Heisenberg picture. If ω ∈ Ω then T � t 	→ Xt(ω) ∈ Ω0 is
again called a path and ΩT

0 is the path space of this process. Under very general
circumstances we still obtain a canonical probability measure on the path space
ΩT

0 :

Theorem 5. If Ω0 is a Polish space and Σ0 its Borel-σ-algebra then there is a
unique probability measure ν on the σ-algebra generated by the cylinder sets of
ΩT

0 which has the following properties: If for t ∈ T we define the random variable

Yt : ΩT

0 � ω = (ωs)s∈T 	→ ωt ∈ Ω0 ,

then for any finite set t1, . . . , tn of times the joint distribution of Yt1 , . . . , Ytn on
Ω0 × . . .×Ω0 is the same as the joint distribution of Xt1 , . . . , Xtn .

The stochastic process (Yt)t∈T is called the canonical realization of (Xt)t∈T,
and for most purposes one can work with this canonical realization. Again, we
can realize time translation by t by the left shift σt on ΩT

0 , and we note that

X0 ◦ σt = Xt , for all t ∈ T .

A stochastic process (Xt)t∈T is called stationary if joint probabilities do not
change under time translation:

P(Xt1 ∈ A1; . . . ;Xtn ∈ An) = P(Xt1+s ∈ A1; . . . ;Xtn+s ∈ An)
for all times t1, . . . tn, for all ‘time translations’ s, and for all measurable subsets
A1, . . . , An ∈ Ω0. Equivalently, if f1, . . . fn are bounded measurable functions on
Ω0, then

E(f1 ◦Xt1 · . . . · fn ◦Xtn) = E(f1 ◦Xt1+s · . . . · fn ◦Xtn+s) ,

for all times t1, . . . , tn and s. In this stationary case the measure ν on the path
space defined in the above theorem is invariant under time translations σt on
the path space. In this situation we can formulate a version of the individual
ergodic theorem of G.D. Birkhoff. For convenience we do this in discrete time.

The stationary stochastic process (Yn)n is called ergodic if whenever A ⊆ ΩN
0

is measurable and σ−1(A) = A then ν(A) = 0 or ν(A) = 1.
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Theorem 6. (Birkhoff) For any f ∈ L1(ΩN
0 , ν)

lim
N→∞

1
N

N−1∑
i=0

(f ◦ σn)(ω)

exists for ν-almost all ω ∈ ΩN
0 , and converges to a translation invariant function.

If the process is ergodic then the only translation invariant functions are
multiples of the identity.

The ergodic theorem in Sect. 4.3.1 is obtained from this general theorem
if we put f(ω) = 1 if ω(0) = R, and f(ω) = 0 in all other cases (ω ∈ ΩN

0 ).
In Sect. 4.10 an extension of this ergodic theorem to trajectories of repeated
quantum measurement is discussed.

For more information on the ergodic theory of stationary stochastic processes
we refer to [5] and [26].

4.3.5 Conditional Expectations

In order to formulate the Markov property of a stochastic process in such a
way that it can be generalized to the quantum context, we need the notion of a
conditional expectation.

We consider a probability space (Ω,Σ, µ). Alike some earlier occasions we use
the symbol P when we want to talk about probabilities. For example, P(ω ∈ B)
is the probability of finding a state ω in the subset B, hence P(ω ∈ B) = µ(B).
If we have already the information ω ∈ A then our expectation for finding ω ∈ B
changes to the conditional probability

P(ω ∈ B|ω ∈ A) := P(B|A) :=
µ(A ∩B)
µ(A)

,provided that µ(A) �= 0 .

For fixed A we thus obtain a new probability measure B 	→ P(B|A) on (Ω,Σ)
which is supported by A.

To be slightly more general, suppose that Σ0 is a σ-subalgebra of Σ, which is
generated by the sets of a partition Ω = A1∪̇ . . . ∪̇An of Ω into disjoint subsets
A1, . . . , An. Suppose further that we do not know, as before, that ω is in, say
A3, but we know that ω ∈ A1 with probability p1, ω ∈ A2 with probability
p2, . . . , ω ∈ An with probability pn, i.e., we know a probability measure ν on Σ0.

Then we should change the probability measure µ to a measure ν̃ given by

ν̃(B) = p1 · P(B|A1) + p2 · P(B|A2) + . . .+ pn · P(B|An) .

The Radon–Nikodym theorem allows us to do the same in the general situation.

Theorem 7. Let (Ω,Σ, µ) be a probability space, Σ0 ⊆ Σ a σ-subalgebra, and
ν a probability measure on (Ω,Σ0) which is absolutely continuous with respect to
the restriction of µ to Σ0 (i.e., if µ(A) = 0 then ν(A) = 0 for a subset A ∈ Σ0).
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Then there is a unique function g ∈ L1(Ω,Σ0, µ) (in particular, g is measurable
with respect to Σ0) such that

∫
fdν =

∫
fgdµ for all f ∈ L∞(Ω,Σ0, µ) .

Thus, if we define a measure ν̃ on (Ω,Σ) by
∫
fdν̃ :=

∫
fgdµ for all f ∈ L∞(Ω,Σ, µ)

then we obtain an affine injection ν 	→ ν̃ from probability measures on (Ω,Σ0)
as above into the probability measures on (Ω,Σ).

This result can be ‘dualized’ to the following version.

Theorem 8. In the situation above, for f ∈ L1(Ω,Σ, µ), there is a unique
function Pf ∈ L1(Ω,Σ0, µ), (in particular, Pf is measurable with respect to
Σ0) such that ∫

A

fdµ =
∫
A

Pfdµ for all A ∈ Σ0 .

In the special case of above Pf has to be constant on each of the sets A1, . . . , An.
The map P : f 	→ Pf is linear, positive, and idempotent. It is called the

conditional expectation on (Ω,Σ, µ) with respect to Σ0. When we restrict P
from L1(Ω,Σ, µ) to L2(Ω,Σ, µ) then P is the orthogonal projection from the
Hilbert space L2(Ω,Σ, µ) onto the subspace L2(Ω,Σ0, µ). Therefore, Pf is the
unique element in L2(Ω,Σ0, µ) such that ||f−Pf || is minimal, i.e., it is the best
approximation (in the quadratic mean) to f that can be found in L2(Ω,Σ0, µ).

An important application of conditional expectations is the following: Con-
sider the case Ω = Ω0 × Ω0 with the product σ-algebra Σ := Σ0 × Σ0. Then
Σ0 × Ω0 := {A × Ω0 : A ∈ Σ0} is a σ-subalgebra and we can consider the
conditional expectation P on (Ω,Σ, µ) with respect to Σ0 × Ω0. If we denote
by f ⊗ 1l the function Ω0 × Ω0 � (ω1, ω2) 	→ f(ω1) for a function f on Ω0 and,
similarly, 1l ⊗ f : Ω0 × Ω0 � (ω1, ω2) 	→ f(ω2), then P maps L1(Ω,Σ, µ) into
functions of the type f ⊗ 1l. Moreover, if T is the transition operator which we
associated in Sect. 4.3.3 with the measure µ on the product space Ω0×Ω0, then
an easy computation shows

P (1l⊗ f) = Tf ⊗ 1l ,

for suitable f . Therefore, conditional expectations can be used for obtaining
transition operators. This idea will help to define transition operators in the
quantum case (cf. Sect. 4.5.3).

4.3.6 Markov Processes

As before, consider a stochastic process (Xt)t∈T on (Ω,Σ, µ) with values in a
state space (Ω0, Σ0). The definition of the Markov property should reflect the
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idea that what happens after time t depends on what happened at time t, but
not on what happened at times before t. A convenient way to formulate this
is the following: Consider times t1 < t2 < . . . < tn < t and s > 0, and sets
A1, . . . , An, A,B ∈ Σ0, then

P(Xt+s ∈ B|Xt ∈ A;Xtn ∈ An; . . . ;Xt1 ∈ A1) = P(Xt+s ∈ B|Xt ∈ A) .

However, as a basis for a generalization to the quantum context the following
reformulation is useful: For t ∈ T, denote by Σt the σ-subalgebra of Σ generated
by Xt, i.e., by the sets X−1

t (A) for A ∈ Σ0. Similarly, for I ⊆ T the σ-algebra
ΣI is generated by {Xt : t ∈ I}, and we have the conditional expectations Pt
and PI on (Ω,Σ, µ) with respect to Σt and ΣI . By t] and [t we denote the sets
{s ∈ T : s ≤ t} and {s ∈ T : s ≥ t}, respectively.

Definition 1. A stochastic process (Xt)t∈T is a Markov process if for all f ∈
L1(Ω,Σ[t, µ) and for all t ∈ T we have

Pt](f) = Pt(f) .

As pointed out earlier, to any pair of random variables, hence to the pair
(X0, Xt), there corresponds a transition operator Tt. Now it is an easy con-
sequence of the Markov property that

Ts+t = Ts · Tt , for s, t ≥ 0 ,

hence the transition operators form a semigroup.
Conversely, if (Tt)t≥0 is a strongly continuous semigroup of transition oper-

ators on a Banach space C̃0(Ω0), Ω0 a nice locally compact space, then there
exists a unique probability measure µ on ΩT

0 such that the random variables
(Yt)t≥0 defined as in Sect. 4.3.4 form a Markov process with transition operators
(Tt)t≥0. Therefore, we end up, at least in all cases of interest, with a canonical
one to one correspondence between phenomenological descriptions of Markovian
behaviour by semigroups of transition operators and descriptions by Markov
processes in their canonical realization.

4.4 Quantum Mechanics

Our aim is to introduce quantum Markov processes. To this purpose we give in
this section a formulation of traditional quantum mechanics. It then needs to be
extended in the next section in order to include also the description of classical
systems.

4.4.1 The Axioms of Quantum Mechanics

Following the ideas of J.v. Neumann [24] quantum mechanics can be axiomatized
as follows:

To a physical system there corresponds a Hilbert space H such that
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1. Pure states of the system are described by unit vectors in H (up to a phase).
2. Observables of the system are described by self-adjoint operators on H.
3. A measurement of an observable, described by a self-adjoint operator X,

on the system in a state described by the unit vector ξ ∈ H, yields an
expectation value 〈Xξ, ξ〉 .

4. If an observable is described by the self-adjoint operator X on H, then the
observable obtained from it by changing the scale of the measurement appa-
ratus with a measurable function f is described by the operator f(X) which
is obtained from X via the spectral theorem. (If f is a bounded function
then f(X) is bounded; therefore, from a theoretical point of view, working
with bounded operators suffices.)

From these axioms one can derive large parts of the quantum mechanical for-
malism. How to find H, X, and ξ, however, is a different question which is not
touched in the axioms.

4.4.2 An Example: Two-Level Systems

As a concrete example, consider a quantum mechanical two-level system like
a spin-1/2-particle. Then H = C

2 is two-dimensional, and a standard set of
observables is given by the matrices

σx =
(

0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)

which may be interpreted as describing the measurement of some polarization
in x, y, and z-direction, respectively.

Every self-adjoint matrix is a unique, real linear combination of 1l, σx, σy, σz,
and such a matrix

Φ = α · 1l + x · σx + y · σy + z · σz =
(
α+ z x− iy
x+ iy α− z

)

is a density matrix for a mixed state iff,1 by definition, Φ ≥ 0 and tr(Φ) = 1,
hence iff α = 1/2 and x2 + y2 + z2 ≤ 1/4. Therefore, the convex set of mixed
states can be identified with a ball in R

3 (of radius 1/2 in our parametrization),
and the pure states of the system correspond to the extreme points on the surface
of this ball.

4.4.3 How Quantum Mechanics is Related to Classical Probability

The formalism of quantum mechanics is not so far from classical probability as it
might seem at a first glance. The key for establishing this relation is the spectral
theorem (cf. [28]):

If X is a self-adjoint operator on a separable Hilbert space then there exist
1 Read “iff” as “if an only if”.
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– a probability space (Ω,Σ, µ),
– a real-valued random variable Y : Ω → R,
– a unitary u : H → L2(Ω,Σ, µ),

such that uXu∗ = MY , where MY is the multiplication operator acting on
L2(Ω,Σ, µ) by multiplication with Y . It follows that the spectrum σ(X) of X is
equal to σ(MY ), hence it is given by the essential range of the random variable
Y . The function Y can be composed with any further real or complex function
f which is defined on the (essential) range of Y , hence on the spectrum of X,
and thus we can define the operator

f(X) := u∗ ·Mf◦Y · u

for any such function f .
It thus appears that a self-adjoint operator can be identified with a real-

valued random variable. There is only one problem: Two self-adjoint operators
may not be equivalent to multiplication operators on the same probability space
with the same intertwining unitary u. Indeed, a family of self-adjoint operators
on H admits a simultaneous realization by multiplication operators on one prob-
ability space if and only if they commute. It is only at this point, the occurence
of non-commuting self-adjoint operators, where quantum mechanics separates
from classical probability.

As long as only one self-adjoint operator is involved, we can proceed further
as in classical probability: A state ξ ∈ H induces a probability measure µξ on
the spectrum σ(X) ⊆ R which is uniquely characterized by the property

〈f(X)ξ, ξ〉 =
∫

R

f(λ)dµξ(λ) ,

for all bounded measurable functions f on R. The measure µξ is called the
spectral measure of X with respect to ξ but it may be viewed as the distribution
of X: The function uξ ∈ L2(Ω,Σ, µ) is a unit vector, therefore its pointwise
absolute value squared |uξ|2 is, with respect to µ, the density of a probability
measure on (Ω,Σ), and µξ is the distribution of Y with respect to this probability
measure. The quantum mechanical interpretation of µξ is given in the next
statement.

Proposition 1. A measurement of an observable X on a system in a state ξ
gives a value in σ(X), and the probability distribution of these values is given by
µξ.

This result can be deduced from the axioms as follows: Let f := χ := χσ(X)C

be the characteristic function of the complement of σ(X). By axiom 4 a mea-
surement of χ(X) yields a value 0 or 1. Therefore, the probability that this
measurement gives the value 1 is equal to the expectation of this measurement,
hence equal to

〈χ(X)ξ, ξ〉 = 〈0ξ, ξ〉 = 0 .
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It follows that a measurement of χ(X) gives 0, hence measuring X gives a
value in σ(X). More generally, if A ⊆ σ(X) then the probability for obtaining
from a measurement of X a value in A is the probability to obtain the value 1
in a measurement of χA(X) (again we used the fourth axiom), which is given by

〈χA(X)ξ, ξ〉 =
∫

R

χAdµξ = µξ(A) .

It is obvious that the above proof could have been condensed. But in its
present form it shows the use of the fourth axiom more clearly.

Corollary 1. A measurement of an observable X on a system in a state ξ gives
a value in a subset A ⊆ σ(X) with certainty iff 1 = µξ(A) = 〈χA(X)ξ, ξ〉, hence
if and only if χA(X)ξ = ξ (note that χA(X) is a spectral projection of X).

It follows from this that after a measurement of X which gives a value in
A ⊆ σ(X), the state of the system must have changed to a vector in χA(X)H
since an immediate second measurement of X should now give a value in A with
certainty. In this manner one can proceed further to deduce step by step the
formalism of quantum mechanics from these axioms.

4.5 Unified Description of Classical
and Quantum Systems

In this section we establish a formalism which allows to describe classical systems
and quantum systems simultaneously. Additional motivation is given in [17].

4.5.1 Probability Spaces

Observables. In our formulation of the second axiom of quantum mechanics
we have been a little bit vague: We left it open how many self-adjoint operators
correspond to physical observables. It is this freedom which we are now going to
use:

Axiom 2, improved version. There is a ∗–algebra A of bounded operators
on H such that the (bounded) observables of the system are described by the
self-adjoint operators in A.

Here the word ∗–algebra means: If x, y ∈ A, then also x+y, λx (λ ∈ C), x ·y,
and x∗ are elements of A. In the physics literature the adjoint of an element
or operator x is frequently denoted by x† instead of by x∗, but in our general
context we prefer to use the mathematician’s notation.
A is called the algebra of observables of the system. For simplicity we assume

that A contains the identity 1l. For mathematical convenience A is usually as-
sumed to be closed either in the norm – it is then called a C∗-algebra – or in
the strong operator topology – in this case it is called a von Neumann algebra
or W ∗-algebra.
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In a truly quantum situation and when there are only finitely many degrees
of freedom one would require that A = B(H), the algebra of all bounded op-
erators on H. Indeed, von Neumann in his formulation of quantum mechanics
assumed this explicitly and this assumption is known as his irreducibility axiom .
On the other hand, if (Ω,Σ, µ) is a probability space, then bounded real-valued
random variables (they are the classical pendant to observables in quantum me-
chanics) are functions in L∞(Ω,Σ, µ) and any such function can be viewed as
a bounded multiplication operator on L2(Ω,Σ, µ). Therefore, classical systems
correspond to algebras of the type L∞(Ω,Σ, µ), being viewed as algebras of
operators. Moreover, it is a non-trivial fact (cf. [31]) that any commutative von
Neumann algebra is isomorphic to some L∞(Ω,Σ, µ) (this generalizes the spec-
tral theorem for self-adjoint operators). Therefore, it is safe to say that classical
systems correspond to commutative algebras of observables. If we do not think
in probabilistic terms but want to incorporate classical mechanics, then Ω be-
comes the phase space of the system and the first choice for µ is the Liouville
measure on Ω.

States. The next problem is to find a unified description of quantum mechanical
states and classical probability measures. The idea is that both give rise to
expectation values on observables and we will axiomatize this expectation value.
Starting again with quantum mechanics a state given by a unit vector ξ ∈ H
gives rise to the expectation functional

ϕξ : B(H) � x 	→ 〈xξ, ξ〉 ∈ C .

The functional ϕξ is linear, positive (ϕξ(x) ≥ 0 if x ≥ 0) and normalized (ϕξ(1l) =
1). More generally, if ρ is a density matrix on H, then

ϕρ : B(H) � x 	→ tr(ρ x) ∈ C

still enjoys the same properties. (A density matrix or density operator ρ on H is
a positive operator ρ such that tr(ρ) = 1 where tr denotes the trace.)

On the other hand, if (Ω,Σ, µ) is a classical probability space, then the
probability measure µ gives rise to the expectation functional

ϕµ : L∞(Ω,Σ, µ) � f 	→ E(f) =
∫
Ω

fdµ ∈ C .

Again, ϕµ is a linear, positive, and normalized functional on L∞(Ω,Σ, µ). This
leads to the following notions.

Definition 2. A state on an algebra A of observables is a positive normalized
linear functional

ϕ : A → C .

If ϕ is a state on A then the pair (A, ϕ) is called a probability space.



162 Burkhard Kümmerer

Instead of calling ϕ a state one could call it probability measure, too, but
the name ‘state’ is widely used nowadays. In order to avoid confusion with clas-
sical probability spaces, a pair (A, ϕ) is sometimes called quantum probability
space or non-commutative probability space, although it could describe a clas-
sical system and be commutative. Finally it should be noted that under certain
continuity conditions a state on B(H) is induced by a density matrix and a state
on L∞(Ω,Σ, µ) comes from a probability measure on (Ω,Σ) (see below).

From the Vocabulary of Operator Algebras. As might become clear from
the above the language of operator algebras is appropriate when a unified math-
ematical description of classical systems and quantum systems is needed. Al-
though we reduce the use of this language to a minimum in these notes, it might
be helpful to introduce the very basic notions from the vocabulary for operator
algebras. For further information we refer to the books on this subject like [31].

As mentioned above, operator algebras can be viewed as *-algebras of bounded
operators on some Hilbert space closed either in the operator norm (C∗-algebra)
or on the strong operator topology (von Neumann algebra). Here, operators
(xi)i∈I ⊆ B(H) converge to an operator x in the strong operator topology if
(xi(ξ))i∈I converges to x(ξ) for every vector ξ ∈ H. Therefore, strong operator
convergence is weaker than convergence in the operator norm, hence von Neu-
mann algebras are also C∗-algebras but von Neumann algebras are ‘larger’ than
C∗-algebras. There is also an abstract characterization of C∗-algebras as Banach
*-algebras for which ‖x∗x‖ = ‖x‖2 for all elements x. Von Neumann algebras
are abstractly characterized as C∗-algebras which have, as a Banach space, a
predual.

A typical example of a commutative C∗-algebra is C(K), the algebra of con-
tinuous functions on a compact spaceK, and every commutative C*-algebra with
an identity is of this type. A typical example of a commutative von Neumann
algebra is L∞(Ω,Σ, µ) (to be very precise, (Ω,Σ, µ) should be a localizable mea-
sure space) and every commutative von Neumann algebra is of this type. The
algebras Mn of n × n-matrices and more generally B(H) of all bounded oper-
ators on a Hilbert space H are C*-algebras and von Neumann algebras while
the algebra of all compact operators on H is only a C*-algebra whenever H is
not finite dimensional. Other C*-algebras which are interesting from the point
of view of physics are the C*-algebras of the canonical commutation relations
(CCR) and of the canonical anticommutation relations (CAR) (cf. [6]).

Elements x with x = x∗ are called self-adjoint as they are represented by
self-adjoint operators. It is less obvious that elements of the form x∗x should
be called positive. If y is an operator on some Hilbert space then y is positive
semidefinite if and only if y = x∗x for some operator x. But it was not easy for
mathematicians in the 1940s and 1950s to find out that also from an abstract
point of view this is the right notion of positivity.

As motivated above a state on a C*-algebra A is abstractly defined as a linear
functional ϕ : A → C which is positive (in view of the above this means that
ϕ(x∗x) ≥ 0 for all x ∈ A) and normalized: If A has an identity and ϕ is already
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positive then this simply means that ϕ(1l) = 1, in general it means ‖ϕ‖ = 1.
Therefore, a state is an element in the Banach space dual of a C*-algebra A.
If A is even a von Neumann algebra and ϕ is not only in the dual but in the
predual of A then it is called a normal state. There are other characterizations
of normal states by continuity or order continuity properties. For the present
it is enough to know that a state ϕ on a commutative von Neumann algebra
L∞(Ω,Σ, µ) is normal if and only if there is a function fϕ ∈ L1(Ω,Σ, µ) such
that ϕ(g) =

∫
Ω
fϕgdµ for all g ∈ L∞(Ω,Σ, µ). A state ϕ on the von Neumann

algebra B(H) is normal if and only if there is a density matrix ρϕ on H such
that ϕ(x) = tr(ρϕ · x) for all x ∈ B(H).

The mathematical duality between states and observables has its counterpart
in the description of quantum systems: Time evolutions are transformations on
the space of (normal) states. The Banach space adjoint of such a transformation
is a transformation on the dual space of observables. In the language of physics a
description of time evolutions on the states is referred to as the Schrödinger pic-
ture while the Heisenberg picture refers to a description in terms of observables.
These two descriptions are dual to each other and equivalent from a theoretical
point of view. However, spaces of observables have a richer algebraic structure
(e.g., observables can be multiplied); therefore, working in the Heisenberg pic-
ture can be more convenient although a discussion in the Schrödinger picture is
closer to intuition.

4.5.2 Random Variables and Stochastic Processes

In view of the treatment of classical probability in Sects. 4.2 and 4.3 it seems
natural to proceed now with the phenomenological description of Markovian
behaviour by transition operators. However, in this general context there is no
state space Ω0 such that the system jumps on the points of Ω0. Even if we
generalized points of Ω0 to pure states on an algebra A0 of observables then a
more general state given by a density matrix cannot be interpreted in a unique
manner as a probability on the pure states. The consequence is that there is
no direct way to talk about transition probabilities and transition operators.
Instead we will introduce transition operators only via conditional expectations
in Sects. 4.5.3 and 4.5.4, and in generalization of our discussion in Sect. 4.3.5.

Therefore we here proceed with the introduction of random variables. Unfor-
tunately, the notion of a general random variable seems to be the most abstract
and unaccessible notion of quantum probability.

From the foregoing it should be clear that a real-valued random variable is a
self-adjoint operator in A. But what happens if one wanted to consider random
variables with other state spaces? For example, when studying the behaviour
of a two-level system one wants to consider polarization in all space directions
simultaneously. In classical probability it is enough to change from Ω0 = R to
more general versions of Ω0 like Ω0 = R

3. Now we need an algebraic description
of Ω0 and this is obtained as follows (see [1]).
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If X : (Ω,Σ, µ) 	→ Ω0 is a random variable and f : Ω0 → C is measurable
then

iX(f) := f ◦X : (Ω,Σ, µ)→ C

is measurable. Moreover, f 	→ iX(f) is a ∗–homomorphism from the algebra A0
of all bounded measurable C-valued functions on Ω0 into A := L∞(Ω,Σ, µ) with
iX(1l) = 1l. (∗–homomorphism means that iX preserves addition, multiplication
by scalars, multiplication, and involution which is complex conjugation in our
case). We thus arrive at the following definition.

Definition 3. (from [1]) A random variable onA with values inA0 is an identity
preserving ∗–homomorphism

i : A0 	→ A .

It is confusing that the arrow seems to point into the wrong direction, but this
comes from the fact that our description is dual to the classical formulation.
Nevertheless our definition describes an influence of A onto A0: If the ‘world’ A
is in a certain state ϕ then i induces the state ϕ ◦ i on A0 given by A0 � x 	→
ϕ(i(x)) ∈ C. If i comes from a classical random variable X then ϕ◦ i comes from
the distribution of X hence it should be called the distribution of i also in the
general case.

Once having defined the notion of a random variable the definition of a
stochastic process is obvious:

Definition 4. A stochastic process is a family

it : A0 → (A, ϕ) , t ∈ T ,

of random variables (we equipped A already with a state ϕ).

Of particular importance in classical probability are stationary processes. In
the spirit of our reformulations of classical concepts the following generalizes the
classical notion from Sect. 4.3.4.

Definition 5. A stochastic process (it)t∈T : A0 → (A, ϕ) is called stationary, if
for all s ≥ 0

ϕ(it1(x1) · . . . · itn(xn)) = ϕ(it1+s(x1) · . . . · itn+s(xn))

with n ∈ N , x1, . . . , xn ∈ A0, t1, . . . , tn ∈ T arbitrarily.

As in the classical situation this means that multiple time correlations depend
only on time differences. It should also be noted that here it is not sufficient to
require the above identity only for time ordered times t1 ≤ t2 ≤ . . . ≤ tn.

Finally, the implementation of time translation by the shift on the path space
for processes in standard representation reads as follows:

Definition 6. A process (it)t∈T : A0 → (A, ϕ) admits a time translation if there
are ∗–homomorphisms αt : A → A (t ∈ T) such that

i) αs+t = αs ◦ αt , for all s, t ∈ T ,
ii) it = αt ◦ i0 , for all t ∈ T.

In most cases, in particular when the process is stationary, such a time trans-
lation exists. In the stationary case, it leaves the state ϕ invariant.
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4.5.3 Conditional Expectations

Before we are in the position to formulate a Markov property for a stochastic
process we need to talk about conditional expectations. The idea is analogous
to the classical framework (cf. Sect. 4.3.5). There we were starting with a prob-
ability space (Ω,Σ, µ). Then it occured to us that we obtained some additional
information on the probabilities of events in a σ–subalgebra Σ0 ⊆ Σ, comprised
in a probability measure ν on (Ω,Σ0). This gave rise to improved – conditional
– probabilities for all events of Σ given by a probability measure ν̃ on (Ω,Σ)
which extends ν on (Ω,Σ0).

Similarly we start with a (quantum) probability space (A,ϕ). Thus if we per-
fom a measurement of a self-adjoint observable x ∈ A we expect the value ϕ(x).
Assume again that we gained some additional information about the expectation
values of observables in a subalgebra A0 (for example by an observation), that
is we now expect the value ψ(x) for the outcome of a measurement of x ∈ A0,
where ψ is a state on A0. As above this should change our expectation for all
measurements on A in an appropriate way, expressed now by a state ψ̃ on A.

Mathematically speaking we should have an extension map Q assigning to
each state ψ on A0 a state ψ̃ = Q(ψ) on A; the map should thus satisfy
Q(ψ)(x) = ψ(x) for all x ∈ A0. Moreover, if ψ(x) = ϕ(x) for all x ∈ A0, that is
if there is no additional information, then the state ϕ should remain unchanged,
hence we should require Q(ψ) = ϕ in this case. If we require in addition that Q
is an affine map (Q(λψ1 +(1−λ)ψ2) = λQ(ψ1)+(1−λ)Q(ψ2) for states ψ1 and
ψ2 on A0 and 0 ≤ λ ≤ 1) and has some weak continuity properties (weak * con-
tinuous if A0 and A are C*-algebras) then one can easily show that there exists
a unique linear map P : A → A such that P (A) = A0, P 2 = P , and ||P || ≤ 1,
which has the property Q(ψ)(x) = ψ(P (x)) for all states ψ on A0 and x ∈ A,
hence P is the adjoint of Q. The passage from Q to P means change from a
state picture (Schrödinger picture) into the dual observable picture (Heisenberg
picture). If A0 and A are C*-algebras then such a map P is called a projection
of norm one and it automatically enjoys further properties: P maps positive
elements of A into positive elements and it has the module property

P (axb) = aP (x)b

for a, b ∈ A0 , x ∈ A (see [31]). Therefore, such a map P is called a conditional
expectation from A onto A0.

From the property ϕ(P (x)) = ϕ(x) for all x ∈ A it follows that there
is at most one such projection. Indeed, with respect to the scalar product
〈x, y〉ϕ := ϕ(y∗x) induced by ϕ on A the map P becomes an orthogonal projec-
tion. Therefore, we will talk about the conditional expectation P : (A, ϕ)→ A0.

Typical examples for conditional expectations are conditional expectations
on commutative algebras (cf. Sect. 4.3.5) and conditional expectations of tensor
type: If A0 and C are C∗-algebras and ψ is a state on C then

Pψ : A0 ⊗ C � x⊗ y 	→ ψ(y) · x⊗ 1l
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extends to a conditional expectation from the (minimal) tensor product A :=
A0 ⊗ C onto A0 ⊗ 1l. If A0 and C are von Neumann algebras and ψ is a normal
state on C then Pψ can be further extended to a conditional expectation which
is defined on the larger ‘von Neumann algebra tensor product’ of A0 and C.
Sometimes it is convenient to identify A0 with the subalgebra A0 ⊗ 1l of A0 ⊗ C
and to call the map defined by A0 ⊗ C � x ⊗ y 	→ ψ(y)x ∈ A0 a conditional
expectation, too. From its definition it is clear that Pψ leaves every state ϕ0⊗ψ
invariant when ϕ0 is any state on A0.

In general the existence of a conditional expectation from (A, ϕ) onto a sub-
algebra A0 is a difficult subject. For example, on A = M2, with a state ϕ induced
from the density matrix (

λ 0
0 1− λ

)

there exists P onto

A0 =
{(

a 0
0 b

)
: a, b ∈ C

}

but the conditional expectation from (A, ϕ) onto the commutative subalgebra

A0 =
{(

a b
b a

)
: a, b ∈ C

}

does not exist if one still insists on the invariance of ϕ and λ �= 1/2. There is a
general theorem due to M. Takesaki [32] which solves the problem of existence
of conditional expectations, but we do not need this for the following. It suffices
to note that requiring the existence of a conditional expectation can be a strong
condition, but from a probabilistic point of view it nevertheless makes sense to
maintain this requirement in many situations.

With the help of conditional expectations we can define transition operators
as in Sect. 4.3.5: Suppose i1, i2: A0 → (A, ϕ) are two random variables such
that i1 is injective and thus can be inverted on its range. If the conditional
expectation P : (A, ϕ) → i1(A0) exists then the operator T : A0 → A0 defined
by

T (x) := i−1
1 P (i2(x))

for x ∈ A1 should be called a transition operator. It might be instructive to
check that this definition indeed generalizes the considerations at the end of
Sect. 4.3.5.

4.5.4 Markov Processes

By using conditional expectations we can now formulate a Markov property
which generalizes the Markov property for classical processes: Let (it)t∈T : A0 →
(A, ϕ) be a stochastic process. For I ⊆ T we denote by AI the subalgebra of A
generated by {it(x) : x ∈ A0, t ∈ T}. In particular, subalgebras At] and A[t are
defined as in the classical context.
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Definition 7. The process (it)t∈T is a Markov process if for all t ∈ T the con-
ditional expectation

Pt] : (A, ϕ)→ At]
exists,

for all x ∈ A[t we have Pt](x) ∈ it(A0) .

If, in particular, the conditional expectation Pt : (A, ϕ) → it(A0) exists, then
this requirement is equivalent to Pt](x) = Pt(x) for all x ∈ A[t. This parallels
the classical definition from Sect. 4.3.6 (where Pt automatically exists).

Clearly, a definition without requiring the existence of conditional expecta-
tions would be more general and one can imagine several generalizations. On
the other hand, the existence of P0 : (A, ϕ)→ i0(A0) = A{0} allows us to define
transition operators as above: Assume again, as is almost always the case, that
i0 is injective. Then i0(A0) is an isomorphic image of A0 in A on which i0 can
be inverted. Thus we can define the transition operator Tt by

Tt : A0 → A0 : x 	→ i−1
0 P0it(x) .

From its definition it is clear that Tt is an identity preserving (completely) posi-
tive operator, as it is the composition of such operators. Moreover it generalizes
the classical transition operators, and the Markov property again implies the
semigroup law

Ts+t = Ts · Tt , for s, t ≥ 0 ,

while T0 = 1l is obvious from the definition. The derivation of this semigroup
law from the Markov property is sometimes called quantum regression theorem.

In the classical case we had a converse of this: Any such semigroup comes
from a Markov process which is essentially uniquely determined. It is a natural
question whether this extends to the general context. Unfortunately, it does not.
But there is one good news: For a semigroup on the algebra Mn of complex
n× n–matrices there does exist a Markov process which can be constructed on
Fock space (cf. Sect. 4.9.3). For details we refer to [25]. However, this Markov
process is not uniquely determined by its semigroup as we will see in Sect. 4.7.3.
Moreover, if the semigroup (Tt)t≥0 on A0 admits a stationary state ϕ0, that is,
ϕ0(Tt(x)) = ϕ0(x) for x ∈ A0 , t ≥ 0, then one should expect that it comes from
a stationary Markov process as it is the case for classical processes. But here
we run into severe problems. They are basically due to the fact that in a truly
quantum situation interesting joint distributions – states on tensor products of
algebras – do not admit conditional expectations. As an illustration of this kind
of problem consider the following situation.

Consider A0 = Mn, 2 ≤ n ≤ ∞. Such an algebra A0 describes a truly
quantum mechanical system. Now consider any random variable i : A0 → (A, ϕ).

Proposition 2. The algebra A decomposes as

A � Mn ⊗ C for some algebra C , such that
i(x) = x⊗ 1l for all x ∈ A0 = Mn .
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Proof: Put C := {y ∈ A : i(x) · y = y · i(x) for all x ∈ A0}.
Moreover, the existence of a conditional expectation forces the state ϕ to

split, too:

Proposition 3. If the conditional expectation

P : (A, ϕ)→ i(A0) = Mn ⊗ 1l

exists, then there is a state ψ on C such that

ϕ = ϕ0 ⊗ ψ ,
i.e., ϕ(x⊗ y) = ϕ0(x) · ψ(y) for x ∈ A0 , y ∈ C with ϕ0(x) := ϕ(x⊗ 1l), and

P (x⊗ y) = ψ(y) · x⊗ 1l ,

hence P is a conditional expectation of tensor type (cf. Sect. 4.5.3).

Again, the proof is easy: From the module property of P it follows that P maps
1l ⊗ C into the center of Mn, hence onto the multiples of 1l; thus P on 1l ⊗ C
defines a state ψ on C.

Therefore, the existence of the conditional expectation P : (A, ϕ) → A0
forces the state to split into a product state, hence the state can not represent a
non-trivial joint distribution. As a consequence we have no longer a correspon-
dence between joint distributions and transition operators like in the classical
case (cf. Sect. 4.3.3).

4.5.5 Relation to Open Systems

Before we show how to elude this problem we compare our formalism of quantum
probability with a standard discussion of open quantum systems. We will find
many parallels, with the only difference that the discussion of open systems
usually uses the Schrödinger picture, while we work in the Heisenberg picture
which is dual to it. The link is that a random variable i identifies A0 with the
observables of an open subsystem of (A, ϕ).

To be more specific, the description of an open system usually starts with a
Hilbert space

H = Hs ⊗Hb .

It decomposes into a Hilbert space Hs for the open subsystem and a Hilbert
space Hb for the rest of the system which is usually considered as a bath. Cor-
respondingly, the Hamiltonian decomposes as

H = Hs + Hb + Hint ,

more precisely,
H = Hs ⊗ 1l + 1l⊗Hb + Hint

where Hs is the free Hamiltonian of the system, Hb is the free Hamiltonian
of the bath and Hint stands for the interaction Hamiltonian. Initially the bath



4 Quantum Markov Processes 169

is usually assumed to be in an equilibrium state, hence its state is given by a
density operator ρb on Hb which commutes with Hb: [ρb,Hb] = 0.

Next one can frequently find a sentence similar to “if the open system is
in a state ρs then the composed system is in the state ρs ⊗ ρb”. The mapping
ρs 	→ ρs⊗ρb from states of the open system into states of the composed system is
dual to a conditional expectation. Indeed, if we denote by A0 the algebra B(Hs)
and by C the algebra B(Hb), and if ψb on C is the state induced by ρb that is
ψb(y) = trb(ρb · y) for y ∈ C, then the mapping

A0 ⊗ C � x⊗ y 	→ ψb(y) · x⊗ 1l

extends to a conditional expectation of tensor type P = Pψb from A0 ⊗ C to
A0 ⊗ 1l such that

trs(ρs(P (x⊗ y))) = tr(ρs ⊗ ρb · x⊗ y) ,

where we identified A0 ⊗ 1l with A0. This duality is an example of the type of
duality discussed in Sect. 4.5.3.

A further step in discussing open systems is the introduction of the partial
trace over the bath: If the state of the composed system is described by a density
operator ρ on Hs ⊗Hb (which will, in general, not split into a tensor product),
then the corresponding state of the open system is given by the partial trace
trb(ρ) of ρ over Hb. The partial trace on a tensor product ρ = ρ1⊗ρ2 of density
matrices ρ1 on Hs and ρ2 on Hb is defined as

trb(ρ) = trb(ρ1 ⊗ ρ2) := trb(ρ2) · ρ1 ,

and is extended to general ρ by linearity. It thus has the property

tr(ρ · x⊗ 1l) = trs(trb(ρ) · x)

for all x ∈ A0, that is x on Hs. The partial trace is therefore dual to the map

i : B(Hs) � x 	→ x⊗ 1l ∈ B(Hs)⊗ B(Hb) ,

that is to the random variable i.
The time evolution in the Schrödinger picture is given on a density matrix ρ

by ρ 	→ utρu
∗
t with ut = eiHt. Dual to it is the time evolution in the Heisenberg

picture. On an observable x it is given by

x 	→ u∗
txut ,

and it can be viewed as a time translation αt of a stochastic process (it)t with
it(x) := αt ◦ i(x).

Finally, the reduced time evolution on the states of the open system maps an
initial state ρs of this system into

ρs(t) := trb(ut · ρs ⊗ ρb · u∗
t ) .
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Thus the map ρs 	→ ρs(t) is the composition of the maps ρs 	→ ρs⊗ρb, ρ 	→ utρu
∗
t ,

and ρ 	→ trb(ρ). Hence it is dual to the composition of the maps i, αt, and P ,
that is to

Tt : A0 	→ A0 : x 	→ P ◦ αt ◦ i(x) = P (it(x))

which is a transition operator of this stochastic process.
In almost all realistic models this stochastic process as it comes will not have

a Markov property. But in order to make this model accessible to computation
one performs in most cases a so–called ‘Markovian limit’. Mathematically this
turns this process into a kind of Markov process. Physically, it turns the system
into another system where the heat bath has no memory, that is, it is a kind of
white noise.

4.6 Constructing Markov Processes

Let us come back to the discussion of Markov processes. The discussion in
Sect. 4.5 seems to indicate that there are no interesting Markov processes in
the truly quantum context: On the one hand, we need a conditional expectation
onto the time zero algebra A0 of the process, on the other hand, for A0 = Mn,
this forces the state to split into a tensor product, and this prevents the state
from representing an interesting joint distribution. In the following we show that
there is nevertheless a reasonable way of constructing Markov processes [14]. It
avoids the above problem by putting the relevant information about what hap-
pens between time steps into the dynamics, instead of putting it into the state:

4.6.1 A Construction Scheme for Markov Processes

We freely use the language introduced in the previous Sect. 4.5. Given a proba-
bility space (A0, ϕ0) for the time–zero-algebra of the Markov process, and given
a further probability space (C0, ψ0). Then we can form their tensor product

(A0, ϕ0)⊗ (C0, ψ0) := (A0 ⊗ C0, ϕ0 ⊗ ψ0) ,

where A0 ⊗ C0 is the tensor product of A0 and C0 and ϕ0 ⊗ ψ0 is the product
state on A0⊗C0 determined by ϕ0⊗ψ0(x⊗y) = ϕ0(x) ·ψ0(y) for x ∈ A0, y ∈ C0.
Finally, let α1 be any automorphism of (A0, ϕ0)⊗ (C0, ψ0) that means that α1 is
an automorphism of the algebra A0⊗C0 which leaves the state ϕ⊗ψ invariant.
From these ingredients we now construct a Markov process:

There is also an infinite tensor product of probability spaces. In particular,
we can form the infinite tensor product

⊗
Z
(C0, ψ0): The algebra

⊗
Z
C0 is the

closed linear span of elements of the form · · · ⊗ 1l ⊗ x−n ⊗ · · · ⊗ xn ⊗ 1l ⊗ · · ·
and the state on such elements is defined as ψ0(x−n) · . . . · ψ0(xn) for xi ∈ C0,
−n ≤ i ≤ n. Then

⊗
Z
(C0, ψ0) is again a probability space denoted by (C, ψ),

and the tensor right shift extends to an automorphism S of (C, ψ).
We form the probability space

(A, ϕ) := (A0, ϕ0)⊗ (C, ψ) = (A0, ϕ0)⊗ (
⊗

Z

(C0, ψ0)) ,
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and identify (A0, ϕ0)⊗(C0, ψ0) with a subalgebra of (A, ϕ) by identifying (C0, ψ0)
with the zero factor (n = 0) of

⊗
Z
(C0, ψ0). Thus, by letting it act as the

identity on all other factors of
⊗

Z
(C0, ψ0), we can trivially extend α1 from

(A0, ϕ0)⊗ (C0, ψ0) to an automorphism of (A, ϕ), still denoted by α1. Similarly,
S is extended to the automorphism Id⊗ S of (A, ϕ) = (A0, ϕ0)⊗ (C, ψ), acting
as the identity on A0 ⊗ 1l ⊆ A. Finally, we define the automorphism

α := α1 ◦ (Id⊗ S) .

This construction may be summarized in the following picture:

(A0, ϕ0)
⊗

· · · ⊗ (C0, ψ0) ⊗ (C0, ψ0)


α1

⊗ (C0, ψ0) ⊗ · · ·
−−−−−−−−−−−−−−→

S

The identification of A0 with the subalgebra A0⊗1l of A gives rise to a random
variable i0 : A0 → A . From i0 we obtain random variables in for n ∈ Z by
in := αn ◦ i0. Thus we obtain a stochastic process (in)n∈Z which admits a time
translation α. This process is stationary (α1 as well as S preserve the state ϕ)
and the conditional expectation P0 : (A, ϕ)→ A0 exists, cf. Sect. 4.5.3.

Theorem 9. This stochastic process is a stationary Markov process.

The proof is by inspection: Due to the stationarity of this process it is enough
to show that for all x in the future algebra A[0 we have P0](x) ∈ A0. But the
algebra A[0 is obviously contained in

(A0, ϕ0)
⊗

· · · ⊗ 1l ⊗ (C0, ψ0) ⊗ (C0, ψ0) ⊗ · · ·
while the past A0] is contained in

(A0, ϕ0)
⊗

· · · ⊗ (C0, ψ0) ⊗ 1l ⊗ 1l ⊗ · · ·

Discussion. We remark that this construction can also be carried out in the
special case where all algebras are commutative. It then gives a construction
scheme for classical Markov processes , which is independent from its canonical
realization on the space of its paths. It is not difficult to show that every classical,
discrete time stationary Markov process can be obtained in this way. However,
this process may not be minimal, i.e., AZ may be strictly contained in A.

It is clear that a Markov process in this class is already determined by giv-
ing the probability space (C0, ψ0) and the automorphism α1. In particular, the
transition operator can be computed as T (x) = P0 ◦ α1(x ⊗ 1l) for x ∈ A0.
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Conversely, given a transition operator T of (A0, ϕ0), if one wants to construct
a corresponding Markov process, then it is enough to find (C0, ψ0) and α1 as
above. This makes the problem easier, compared to the originial problem of
guessing the whole Markov process, but it is by no means trivial. In fact, there
is no universal scheme for finding (C0, ψ0) and α1, and there are some difficult
mathematical problems associated with their existence.

We finally remark that for A0 = Mn this form of a Markov process is typical.
In fact there are theorems which show that in this case an arbitrary Markov
process has such a structure: It is always a coupling of A0 to a shift system.
More information on this and further references can be found in [15].

4.6.2 Other Types of Markov Processes in the Literature

Phase Space Methods. In the literature on quantum optics one can frequently
find a different approach to quantum stochastic processes: If the system under
observation is mathematically equivalent to a system of one or several quantum
harmonic oscillators – as it is the case for one or several modes of the quantized
electromagnetic field – then phase space representations are available for the
density matrices of the system. The most prominent such representations are the
P–representation, the Wigner–representation, and the Q–representation (there
do exist other such representations, even for other quantum systems). The idea
is to represent a state by a density function, a measure, or a distribution on
the phase space of the corresponding classical physical system. These density
functions are interpreted as classical probability distributions although they are
not always positive.

This gives a tool to take advantage of the ideas of classical probability: If
(Tt)t≥0 on A0 is a semigroup of transition operators it induces a time evolution
ρ 	→ ρt on the density operators and thus on the corresponding densities on
phase space. With a bit of luck this evolution can be treated as if it were the
evolution of probabilities of a classical Markov process and the machinery of par-
tial differential equations can be brought into play (cf. Sect. 4.2.4). It should be
noted, however, that a phase space representation does not inherit all properties
from the quantum Markov process. It is a description of Markovian behaviour
on the level of a phenomenological description in the sense of Sect. 4.2 and it
can not be used to obtain a representation of the Markov process on the space
of its paths.

Markov Processes with Creation and Annihilation Operators. In the
literature a Markov process for an open quantum system as in Sect. 4.5.5 may
also be given by certain families (A∗

t )t and (At)t of creation and annihilation
operators. The relation to our description is the following: If the open system has
an algebra A0 of observables which contains an annihilation operator A0, then
a Markovian time evolution αt of the composed systems applies, in particular,
to A0 and gives At. Sometimes the operators (At)t can be obtained by solving
a quantum stochastic differential equation (cf. Sect. 4.9.3).
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4.6.3 Dilations

The relation between a Markov process with time translations (αt)t on (A, ϕ)
and its semigroup (Tt)t of transition operators on A0 can be brought into the
form of a diagram:

A0
Tt−→ A0

i0

�
�P

(A, ϕ) −→
αt

(A, ϕ)
.

This diagram commutes for all t ≥ 0.
From this point of view the Markovian time evolution (αt)t appears as an

extension of the irreversible time evolution (Tt)t on A0 to an evolution of ∗-
homomorphisms on the large algebra A. Such an extension is referred to as a
dilation of (Tt)t to (αt)t. The paradimatic dilation theory is the theory of unitary
dilations of contraction semigroups on Hilbert spaces defined by the commuting
diagram

H0
Tt−→ H0

i0

�
�P0

H −→
ut

H
.

Here (Tt)t≥0 is a semigroup of contractions on a Hilbert space H0, (Ut)t is a
unitary group on a Hilbert space H, i0 : H0 → H is an isometric embedding, and
P0 is the Hilbert space adjoint of i0 which may be identified with the orthogonal
projection from H onto H0. The diagram has to commute for all t ≥ 0.

There is an extensive literature on unitary dilations starting with the pio-
neering books [30] and [22], and it turned out to be fruitful to look at Markov
processes and open systems from the point of view of dilations, like in [6] and
[14].

4.7 An Example on M2

In this section we discuss Markov processes for the simplest non-commutative
case. It has a physical interpretation in terms of a spin-1/2-particle in a stochas-
tic magnetic field. More information on this example can be found in [13]. A
continuous time version of this example is discussed in [21].

4.7.1 The Example

We put A0 := M2 and ϕ0 := tr, the tracial state on M2. If (C0, ψ0) is any
further probability space then the algebra M2 ⊗ C is canonically isomorphic to
the algebra M2(C) of 2× 2-matrices with entries in C: The element

(
x11 x12
x21 x22

)
⊗ 1l ∈M2 ⊗ C
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corresponds to (
x11 · 1l x12 · 1l
x21 · 1l x22 · 1l

)
∈M2(C) ,

while the element 1l⊗ c ∈M2 ⊗ C (c ∈ C) corresponds to
(
c 0
0 c

)
∈M2(C) .

Accordingly, the state tr⊗ψ on M2 ⊗ C is identified with

M2(C) �
(
c11 c12
c21 c22

)
	→ 1/2(ψ(c11) + ψ(c22))

on M2(C), and the conditional expectation P0 from (M2⊗C, tr⊗ψ) onto M2⊗1l
reads as

M2(C) �
(
c11 c12
c21 c22

)
	→
(
ψ(c11) ψ(c12)
ψ(c21) ψ(c22)

)
∈M2 ,

when we identify M2 ⊗ 1l with M2 itself.
In Sect. 4.6.1 we saw: Whenever we have a non-commutative probability

space (C0, ψ0) and an automorphism α1 of (M2 ⊗ C0, tr⊗ψ0), we can extend
this to a stationary Markov process. We begin with the simplest possible choice
for (C0, ψ0): Put Ω0 := {−1, 1} and consider the probability measure µ0 on Ω0
given by µ0({−1}) = 1/2 = µ0({1}). The algebra C0 := L∞(Ω0, µ0) is just C

2

and the probability measure µ0 induces the state ψ0 on C0 which is given by
ψ0(f) = 1/2f(−1) + 1/2f(1) for a vector f ∈ C0.

In this special case, there is still another picture for the algebra M2 ⊗ C0 =
M2 ⊗ C

2: It can canonically be identified with the direct sum M2 ⊕M2 in the
following way: When elements of M2⊗C0 = M2(C0) are written as 2×2-matrices
with entries fij in C0 = L∞(Ω0, µ0), then an isomorphism is given by

M2(C0)→M2 ⊕M2 :
(
f11 f12
f21 f22

)
	→
(
f11(−1) f12(−1)
f21(−1) f22(−1)

)
⊕
(
f11(1) f12(1)
f21(1) f22(1)

)
.

Finally, we need to define an automorphism α1: We introduce the following
notation: A unitary u in an algebra A induces an inner automorphism Adu :
A → A : x 	→ u∗ · x · u. For any real number ω we define the unitary

wω :=
(

1 0
0 eiω

)
∈M2 .

It induces the inner automorphism

Adwω : M2 →M2 :
(
x11 x12
x21 x22

)
	→
(

x11 x12eiω

x21e−iω x22

)
.

Now, for some fixed ω define the unitary u := w−ω ⊕wω ∈M2⊕M2 = M2⊗C0.
It induces the automorphism α1 := Adu which is given by Adw−ω ⊕ Adwω on
M2 ⊕M2.
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To these ingredients there corresponds a stationary Markov process as in
Sect. 4.6.1. From the above identifications it is immediate to verify that the
corresponding one–step transition operator is given by

T : M2 →M2 : x =
(
x11 x12
x21 x22

)
	→ P0 ◦ α1(x⊗ 1l) =

(
x11 x12ρ
x21ρ x22

)
,

where ρ = 1/2(eiω + e−iω) = cos(ω).

4.7.2 A Physical Interpretation:
Spins in a Stochastic Magnetic Field

We now show that this Markov process has a natural physical interpretation: It
can be viewed as the description of a spin-1/2-particle in a stochastic magnetic
field. This system is basic for nuclear magnetic resonance.

Spin Relaxation. We interpret the matrices σx, σy, and σz in M2 as observ-
ables of (multiples of) the spin component of a spin-1/2-particle in x, y, and z
direction, respectively (cf. Sect. 4.4.2). If a probe of many spin-1/2-particle is
brought into an irregular magnetic field in z-direction, one finds that the tem-
poral behaviour of this probe is described by the semigroup of operators on M2
given by

Tt : M2 →M2 : x =
(
x11 x12
x21 x22

)
	→
(

x11 x12 · e−1/2λ̄t

x21 · e−1/2λt x22

)
,

where the real part of λ is greater than zero.
When we restrict to discrete time steps and assume λ to be real (in physical

terms this means that we change to the interaction picture), then this semigroup
reduces to the powers of the single transition operator

T : M2 →M2 : x =
(
x11 x12
x21 x22

)
	→
(

x11 ρ · x12
ρ · x21 x22

)
,

with some ρ, 0 ≤ ρ ≤ 1. This is just the operator for which we constructed the
Markov process in the previous section. We see that polarization in z-direction
remains uneffected, while polarization in x-direction and y-direction dissipates
to zero. We want to see whether our Markov process gives a reasonable physical
explanation for the observed relaxation:

A Spin-1/2-Particle in a Magnetic Field. A spin-1/2-particle in a magnetic
field B in z-direction is described by the Hamiltonian H = eB ·σz/2m = ω ·σz/2,
where e is the electric charge and m the mass of the particle. ω is called the
Larmor–frequency: The time evolution, given by e−iHt, describes a rotation of
the spin–particle around the z-axis with this frequency:

Ad e−iHt(
(
x11 x12
x21 x22

)
) =

(
x11 eiωtx12

e−iωtx21 x22

)
.
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Since we consider the situation in discrete time steps, we consider the unitary

w̄ω := e−iH =
(

e−iω/2 0
0 eiω/2

)
.

It describes the effect of the time evolution after one time unit in a field of
strength B. Note that Ad w̄ω = Adwω with

wω =
(

1 0
0 eiω

)

as in Sect. 4.7.1.

A Spin-1/2-Particle in a Magnetic Field with Two Possible Values.
Imagine now that the magnetic field is constant during one time unit, and that
it has always the same absolute value |B| such that cosω = ρ, but it points into
+z-direction and −z-direction with equal probability 1/2. Representing the two
possible states of the field by the points in Ω0 = {+1,−1}, the magnetic field
is described by the probability space (Ω0, µ0) = ({+1,−1}, (1/2, 1/2)) as in the
previous section. Its algebraic description leads to (C0, ψ0) , as in Sect 6.1.

The spin-1/2-particle is described by the algebra of observables A0 = M2,
and if we assume that we know nothing about its polarization, then its state is
appropriately given by the tracial state tr on M2 (it is also called the “chaotic
state”).

Therefore, the system, which is composed of a spin-1/2-particle and of a mag-
netic field with two possible values, has just M2⊗C0 as its algebra of observables.
We use the identification of this algebra with M2 ⊕M2 as in Sect. 4.7.1.

The point −1 ∈ Ω0, hence also the first summand of M2⊕M2, corresponds to
the field in −z-direction. Hence the time evolution on this summand is given by
Ad w̄−ω = Adw−ω. On the second summand it is accordingly given by Ad w̄ω =
Adwω. Therefore, the time evolution of the whole composed system is given
by the automorphism α1 = Adw−ω ⊕ Adwω on (M2 ⊗ C0, tr⊗ψ0). Thus we
recovered all the ingredients of the previous section, which we needed in order
to extend this to a Markov process.

A Spin-1/2-Particle in a Stochastic Magnetic Field. What is the in-
terpetation of the whole Markov process? Denote, as in Sect. 4.6.1, by (C, ψ)
the infinite tensor product of copies of (C0, ψ0), and by S the tensor right shift
on it. Then (C, ψ) is the algebraic description of the classical probability space
(Ω,µ), whose points are two-sided infinite sequences of −1’s and 1’s, equipped
with the product measure constructed from µ0 = (1/2, 1/2). The tensor right
shift S is induced from the left shift on these sequences. This is the classical
Bernoulli–process, which describes, e.g., the tossing of a coin – or the behaviour
of a stochastic magnetic field with two possible values +B or −B, which are
taken according to the outcome of the coin toss. Thus (C, ψ, S) is the mathemat-
ical model of such a stochastic magnetic field in time. Its time zero-component is
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coupled to the spin-1/2-particle via the interaction–automorphism α1. Finally,
the whole Markov process describes the spin-1/2-particle interacting with this
stochastic magnetic field.

This is precisely how one explains the spin relaxation T : The algebra M2
of spin observables stands for a large ensemble of many spin-1/2-particles. As-
sume, for example, that at time zero they all point into the −x-direction, so
one measures a macroscopic magnetic moment in this direction. Now they feel
the above stochastic magnetic field in z-direction. In one time unit, half of the
ensemble feels a field in −z-direction and starts to rotate around the z-axis, say
clockwise; the other half feels a field in +z-direction and starts to rotate coun-
terclockwise. Therefore, the polarization of the single spins gets out of phase
and the overall polarization in x-direction after one time step reduces by a fac-
tor of ρ. Altogether, the change of polarization is appropriately described by
T . After another time unit, cards are shuffeld again: another two halfs of par-
ticles, stochastically independ of the previous ones, feel the magnetic fields in
−z-direction and +z-direction. The overall effect in polarization is now given by
T 2, and so on. Obviously, this explanation is precisely reflected by the structure
of our Markov process.

4.7.3 Further Discussion of the Example

The idea in constructing our example in Sect. 4.7.1 depended on writing the
transition operator T as a convex combination of the two automorphisms Adw−ω
and Adwω. It thus can be generalized: In fact, whenever a transition operator
of a probability space (A0, ϕ0) is a convex combination of automorphisms of
(A0, ϕ0) or even a convex integral of such automorphisms, a Markov process
can be constructed in a similiar way [14]. There is a generalization of this idea
to continuous time, which is worked out in [16].

We do not want to enter into such generality here. But it is worth going at
least one small step further into this direction: There are many more ways of
writing T as a convex combination of automorphisms of M2: Let µ0 be any prob-
ability measure on the intervall [−π, π] such that

∫ π
−π eiωdµ0(ω) = ρ. Obviously,

there are many such probability measures: When we identify the intervall [−π, π]
canonically with the unit circle in the complex plane, and µ0 with a probability
measure on it, this simply means that the barycenter of µ0 is ρ. Then it is clear
that T =

∫ π
−π Adwωdµ0(ω), i.e., it is a convex integral of these automorphisms.

To this representation of T there correspond (C0, ψ0) and α1 as follows: Put
C0 := L∞([−π, π], µ0) and let ψ0 be the state on C0 induced by µ0. The function
[−π, π] � ω 	→ eiω defines a unitary v in C0. It gives rise to a unitary

u :=
(

1l 0
0 v

)
∈M2(C0) ∼= M2 ⊗ C0 ,

and thus to an automorphism α1 := Adu of (M2 ⊗ C0, tr⊗ψ0). Our example of
Sect. 4.7.1 is retained when choosing µ0 := (δ−ω + δω)/2, where δx is the Dirac
measure in the point x (obviously, it was no restriction to assume ω ∈ [−π, π]).
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In this way for any such µ we obtain a Markov process for the same transition
operator T . It is easy to see that there are uncountably many non-equivalent
Markov processes of this type. This is in sharp contrast to the classical theory
of Markov processes. There, up to equivalence, a Markov process is uniquely
determined by its semigroup of transition operators. On the other hand, our
discussion of the physical interpretation in the previous section shows that these
different Markov processes are not artificial; they rather correspond to different
physical situations: The probability measure µ0 on the points ω appears as a
probability measure on the possible values of the magnetic fields. It was rather
artificial when we first assumed that the field B can attain only two different
values of equal absolute value. Now we can desribe any stochastic magnetic field
in z-direction as long as it has no memory in time.

There are even non-commutative Markov processes for a classical transition
operator which are contained in these examples: The algebra M2 contains the
two-dimensional commutative subalgebra generated by the observable σx, and
the whole Markov process can be restricted to the subalgebra generated by the
translates of this observable. This gives a Markov process with values in the two-
dimensional subalgebra C

2, which still is non-commutative for certain choices
of µ0. Thus we have also non-commutative processes for a classical transition
matrix. Details may be found in [14].

4.8 Completely Positive Operators

4.8.1 Complete Positivity

A physical system is described by its algebra A of observables. As before we
assume that A is, at least, a C∗–algebra of operators on some Hilbert space and
we can always assume that 1l ∈ A.

States were defined as linear functionals ϕ : A → C with ϕ ≥ 0 (that is
ϕ(x) ≥ 0 for x ∈ A, x ≥ 0) and ϕ(1l) = 1. They are interpreted as either
physical states of the system or as probability measures. All time evolutions
and other ‘operations’ which we considered so far had the property of carrying
states into states. This was necessary in order to be consistent with their physical
or probabilistic interpretation. In the Heisenberg picture these ‘operations’ are
described by operators on algebras. For an operator T : A → B, A,B C∗–
algebras, the following two conditions are obviously equivalent

a) T is state preserving: For every state ϕ on B the functional

ϕ ◦ T : A � x 	→ ϕ(T (x))

on A is a state, too.
b) T is positive and identity preserving: T (x) ≥ 0 for x ∈ A, x ≥ 0, and

T (1l) = 1l .

Indeed, all operators which we considered so far did have this property.
As a matter of fact they all turn out to satisfy an even stronger notion of

positivity, called complete positivity.
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Definition 8. An operator T : A → B is n–positive if

T ⊗ Idn : A⊗Mn → B ⊗Mn : x⊗ y 	→ T (x)⊗ y

is positive. It is completely positive if T is n-positive for all n ∈ N.

Elements of A⊗Mn may be represented as n×n–matrices with entries from
A, like in Sect. 4.7.1, and in this representation the operator T ⊗ Idn appears
as the map which carries such an n × n–matrix (xij)i,j into (T (xij))i,j with
xij ∈ A. From the definition it is clear that 1–positivity is just positivity and
(n+1)–positivity implies n–positivity (in the matrix representation A⊗Mn can
be identified with n×n–matrices in the upper left corner of all (n+1)× (n+1)–
matrices).

It is a non–trivial theorem that for commutative A or commutative B posi-
tivity already implies complete positivity (cf. [31, IV. 3]). If A and B are both
non-commutative algebras, this is no longer true. The simplest typical example
for this is the transposition on the (complex) 2× 2–matices M2:

M2 �
(
a b
c d

)
	→
(
a c
b d

)
∈M2

is positive but not 2-positive, hence not completely positive. From this example
one can proceed further to show that for all n there are maps which are n–
positive but not (n + 1)–positive. It is true, however, that on Mn n–positivity
already implies complete positivity.

It is an important property of 2-positive hence of completely positive maps
that they satisfy a Schwarz-type inequality:

T (x∗x) ≥ T (x)∗T (x)

for x ∈ A (the property T (x∗) = T (x)∗ follows from positivity).
It can be shown that ∗–homomorphisms and conditional expectations are

automatically completely positive. All operators which we considered so far are
either of these types or are compositions of such operators; therefore, they are all
completely positive. This is the mathematical reason why we met only completely
positive operators. One could wonder, however, whether there is a physical reason
for this.

4.8.2 Interpretation of Complete Positivity

In the introduction to this paragraph we argued that time evolutions should be
described by positive identity preserving operators. Now suppose that T is such
a time evolution on a system A and S is a time evolution of a different system
B. Even if these systems have nothing to do with each other we can consider
them – if only in our mind – as parts of the composed system A ⊗ B whose
time evolution should be given by T ⊗ S – there is no interaction. As the time
evolution of a physical system the operator T ⊗ S should be identity preserving
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and positive, too. This is, however, not automatic: Already for the simple case of
B = Mn and S = Id there are counter-examples as mentioned above. Complete
positivity is the right notion which avoids this problem: Indeed, if T : A1 → A2
and S : B1 → B2 are completely positive operators then T ⊗ S can be defined
uniquely on the so called minimal tensor product A1 ⊗ B1 and it becomes a
completely positive operator from A1 ⊗ B1 into A2 ⊗ B2. For this theorem and
related results we refer to the literature, for example ([31] IV. 3, IV. 4 and IV.
5). Rephrasing this result it means that it suffices to require that T preserves
its positivity property when it is tensored with the very simple maps Id on Mn.
Then T can be tensored with any other such map and the composed system has
still the right positivity property.

4.8.3 Representations of Completely Positive Operators

The fundamental theorem behind almost all results on complete positivity is
Stinespring’s famous representation theorem for completely positive maps. Con-
sider a map T : A → B. Since B is an operator algebra it is contained in B(H)
for some Hilbert space H and it is no restriction to assume that T is a map
T : A → B(H).

Theorem 10. (Stinespring 1955, cf. [31]). For a map T : A → B(H) the fol-
lowing conditions are equivalent:

a) T is completely positive.
b) There is a representation (i.e., a *-homomorphism) π : A → B(K) (K some

further Hilbert space) and a bounded linear map v : H → K such that

T (x) = v∗π(x)v

for all x ∈ A. If T (1l) = 1l then v is an isometry.

The triple (K, π, v) is called Stinespring representation for T . If it is minimal
that is, the linear span of {π(x)vξ , ξ ∈ H , x ∈ A} is dense in K, then the
Stinespring representation is unique up to unitary equivalence.

From Stinespring’s theorem it is easy to derive the following concrete repre-
sentation for completely positive operators on Mn.

Theorem 11. For T : Mn →Mn the following conditions are equivalent.

a) T is completely positive.
b) There are elements a1, . . . , ak ∈Mn for some k, such that

T (x) =
k∑
i=1

a∗
i xai .

Clearly, T is identity preserving if and only if
∑
i a

∗
i ai = 1l.
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Such decompositions of completely positive operators are omnipresent whenever
completely positive operators occur in a physical context. These decompositions
are by no means uniquely determined (see below). In a physical context they
rather correspond to different physical situations (cf. Sect. 4.10.2).

The following basic facts can be derived without much difficulty from Stine-
spring’s theorem: A concrete representation T (x) =

∑k
i=1 a

∗
i xai for T can always

be chosen such that {a1, a2, . . . , ak} ⊆Mn is linearly independent, in particular,
k ≤ n2. We call such a representation minimal. The cardinality k of a minimal
representation of T is uniquely determined by T , that means two minimal rep-
resentations of T have the same cardinality. Finally, all minimal representations
can be obtained from the following result.

Proposition 4. Let T (x) =
∑k
i=1 a

∗
i xai and S(x) =

∑l
j=1 b

∗
jxbj be two mini-

mal representations of completely positive operators S and T on Mn. The fol-
lowing conditions are equivalent:

a) S = T .
b) k = l and there is a unitary k × k–matrix Λ = (λij)i,j such that

ai =
k∑
j=1

λij bj .

The results on concrete representations have an obvious generalization to the
case n =∞. Then infinite sums may occur but they must converge (in the strong
operator topology on B(H)).

4.9 Semigroups of Completely Positive Operators
and Lindblad Generators

4.9.1 Generators of Lindblad Form

As we saw, to a Markov process in continuous time there is always associated
a semigroup (Tt)t≥0 of transition operators on A0, which will be strongly con-
tinuous in all cases of physical interest. According to the general theory (cf.
Sect. 4.2.4) it has a generator L such that

d
dt
Tt(x) = L(Tt(x))

for all x in the domain of L, formally Tt = eLt. In the case of a classical Markov
process one could say much more: L has the form of a partial differential operator
of second order of a very specific form (cf. Sect. 4.2.4). It is natural to ask
whether a similar characterization of generators can be given in the general non-
commutative case. This turns out to be a difficult problem and much research
on this problem remains to be done. A first breakthrough has been obtained in
a famous paper by G. Lindblad [23] and at the same time in a special case by
V. Gorini, A. Kossakowski, and E.C.G. Sudarshan [10] in 1976.
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Theorem 12. Let (Tt)t≥0 be a semigroup of completely positive identity pre-
serving operators on Mn with generator L. Then there is a completely positive
operator M : Mn →Mn and a self-adjoint element h ∈Mn such that

L(x) = i[h, x] +M(x)− 1
2
(M(1l)x+ xM(1l))

where [h, x] stands, as usual, for the commutator hx − xh. Conversely, every
operator L of this form generates a semigroup of completely positive identity
preserving operators.

Since we know that every such M has a concrete representation as

M(x) =
∑
i

a∗
i xai

we obtain for L the representation

L(x) = i[h, x] +
∑
i

a∗
i xai −

1
2
(a∗
i aix+ xa∗

i ai)

This representation is usually called Lindblad form of the generator.
Lindblad was able to prove this result for norm-continuous semigroups on

B(H) for infinite dimensional H. In this situation L is still a bounded operator.
If one wants to treat the general case of only strongly continuous semigroups on
B(H) then one has to take into account, for example, infinite unbounded sums of
bounded and unbounded operators ai. Until today no general characterization
of such generators is available which would generalize the results in Sect. 4.2.4.
Nevertheless, Lindblad’s characterization seems to be ‘philosophically true’ as
in most cases of physical interest generators appear to be in Lindblad form. In
typical situations the operators ai are creation and annihilation operators.

4.9.2 Interpretation of Generators of Lindblad Form

It still may be not obvious what a generator in Lindblad form has to do with
the particular form of the partial differential operators of Sect. 4.2.4. This may
be clarified by the following observation.

For h ∈ A0 consider the operator D on A0 given by

D : x 	→ i[h, x] = i(hx− xh) (x ∈ A0) .

Then
D(xy) = i(hxy − xyh) = i(hxy − xhy + xhy − xyh)

= i[h, x]y + xi[h, y]
= D(x) · y + x ·D(y) ,

hence D is a derivation.
In Lindblad’s theorem h is self-adjoint and in this case D is a real derivation

(i.e., D(x∗) = D(x)∗) and generates the time evolution x 	→ e+ihtxe−iht im-
plemented by the unitary group (eiht)t∈R. This is all familiar from the solution
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of Schrödingers equation in the Heisenberg picture. Therefore, for self-adjoint h
the term x 	→ i[h, x] is a ‘quantum derivative’ of first oder and corresponds to
the drift terms in Sect. 4.2.4. For the second derivative we obtain after a short
calculation

D2(x) = i[h, i[h, x]]
= 2(hxh− 1

2 (h2x+ xh2)) .

This resembles the second part of a generator in Lindblad form. It shows that
for self-adjoint a the term

axa− 1
2
(a2x+ xa2)

is a second derivative and thus generates a quantum diffusion.
On the other hand for a = u unitary the term a∗xa− 1

2 (a∗ax+ xa∗x) turns
into u∗xu − x which generates a jump process: If we define the jump operator
J(x) := u∗xu and

L(x) := J(x)− x = (J − Id)(x) , then

eLt = e(J−Id)t = e−t · eJt

=
∑∞
n=0 e−t tn

n!J
n ,

which is a Poissonian convex combination of the jumps {Jn , n ∈ N}. Therefore,
terms of this type correspond to classical jump processes.

In a general generator of Lindblad type the sum
∑
i a

∗
i xai− 1

2 (a∗
i aix+a∗

i aix)
cannot always be decomposed into summands with ai self-adjoint and ai uni-
tary and there are more general types of transitions. In the context of quantum
trajectories such decompositions play an important role (cf., e.g., [2]). They are
closely related to unravellings of the time evolution Tt. The generators which al-
low decompositions with ai self-adjoint or unitary have been characterized and
investigated in [16].

4.9.3 Quantum Stochastic Differential Equations

We already mentioned that for a semigroup (Tt)t≥0 of transition operators on A0
there is no canonical procedure which leads to an analogue of the canonical repre-
sentation of a classical Markov process on the space of its paths. For A0 = Mn,
however, quantum stochastic calculus allows to construct a stochastic process
which is almost a Markov process in the sense of our definition. Stationarity,
however, is not preserved by this construction.

Consider Tt = eLt on Mn and assume, for simplicity only, that the generator
L has the simple Lindblad form

L(x) = i[h, x] + b∗xb− 1
2
(b∗bx+ xb∗b) .
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Let F(L2(R)) denote the symmetric Fock space of L2(R). For a test function f ∈
L2(R) there exist the creation operator A∗(f) and annihilation operator A(f)
as unbounded operators on F(L2(R)). For f = χ[0,t], the characteristic function
of the interval [0, t] ⊆ R, the operators A∗(f) and A(f) are usually denoted by
A∗
t (or A†

t) and At, respectively. It is known that the operators Bt := A∗
t + At

on F(L2(R)), t ≥ 0, give a representation of classical Brownian motion by a
commuting family of self-adjoint operators on F(L2(R)) (cf. the discussion in
Sect. 4.4.3). Starting from this observation R. Hudson and K.R. Parthasarathy
have extended the classical Itô-calculus of stochastic integration with respect
to Brownian motion to more general situations on symmetric Fock space. An
account of this theory is given in [25].

In particular, one can give a rigorous meaning to the stochastic differential
equation

dut = ut

(
bdA∗

t + b∗dAt + (ih− 1
2
b∗b)dt)

)

where bdA∗
t stands for b⊗ dA∗

t on C
n⊗F(L2(R)) and similarly for b∗dAt, while

ih − 1
2b

∗b stands for (ih − 1
2b

∗b) ⊗ 1l on C
n ⊗ F(L2(R)). It can be shown that

the solution exists, is unique, and is given by a family (ut)t≥0 of unitaries on
C
n ⊗ F(L2(R)) with u0 = 1l. This leads to a stochastic process with random

variables
it : Mn � x 	→ u∗

t · x⊗ 1l · ut ∈Mn ⊗ B(F(L2(R)))

which can, indeed, be viewed as a Markov process with transition operators
(Tt)t≥0. This construction can be applied to all semigroups of completely positive
identity preserving operators on Mn, and to many such semigroups on B(H) for
infinite dimensional H.

4.10 Repeated Measurement and Its Ergodic Theory

In this section we describe how completely positive operators and their con-
crete representation occur in the description of a measurement of a quantum
system. We then turn to some recent results on the ergodic theory of repeated
measurement.

4.10.1 Measurement According to von Neumann

Consider a system described by its algebra A of observables which is in a state
ϕ. In the typical quantum case A will be B(H) and ϕ will be given by a den-
sity matrix ρ on H. In continuation of our discussion in Sect. 4.4.1 we consider
the measurement of an observable given by a self-adjoint operator X on H.
For simplicity we assume that the spectrum σ(X) is finite so that X has a
spectral decomposition of the form X =

∑
i λipi with σ(X) = {λ1, . . . λn} and

orthogonal projections p1, p2, . . . , pn with
∑
i pi = 1l. According to the laws of

quantum mechanics the spectrum σ(X) is the set of possible outcomes of this
measurement (cf. Sect. 4.4.1). The probability for obtaining the value λi ∈ σ(X)
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is given by ϕ(pi) (= tr(ρpi)) and after such a measurement the state of the
system has changed to the state ϕi : x 	→ (ϕ(pixpi))/ϕ(pi) (with density ma-
trix piρpi/ tr(piρ)), provided that ϕ(pi) �= 0. In particular, the spectral measure
σ(X) � λi 	→ ϕ(pi) defines a probability measure µ0 on Ω0 := σ(X). If we per-
form the measurement of X but we ignore its outcome (this is sometimes called
“measurement with deliberate ignorance”) then the initial state has changed to
the state ϕi with probability ϕ(pi). Therefore, the state of the system after such
a measurement is adequately described by the state ϕX :=

∑
i ϕ(pi) · ϕi, hence

ϕX(x) =
∑
i

ϕ(pixpi) .

(It is not even necessary to single out the cases with probability ϕ(pi) = 0.)
Turning to the description in the Heisenberg picture an operator x changes

to pixpi/ϕ(pi) if λi was measured. A measurement with deliberate ignorance is
described by x 	→ ∑

i pixpi which is a conditional expectation of A onto the
subalgebra {∑i pixpi , x ∈ A}.

4.10.2 Indirect Measurement According to K. Kraus

In many cases the observables of a system are not directly accessible to an
observation or an observation would lead to an undesired destruction of the
system as is typically the case when measuring photons.

In such a situation one obtains information on the state ϕ of the system by
coupling the system to another system – a measurement apparatus – and reading
off the value of an observable of the measurement apparatus. A mathematical
description of such measurements was first given by K. Kraus [12].

As a typical example of such a measurement one might consider the micro-
maser experiment [33] (from a different point of view this system is discussed
in the next Section). The system to be measured is one mode of the electro-
magnetic field inside a cavity. Its algebra of observables is A = B(H), the same
as for one quantum harmonic oscillator. Two–level atoms are sent through this
cavity and during their passage they can interact with the field mode according
to the Jaynes–Cummings interaction. Their algebra of observables is C = M2,
the algebra of complex 2 × 2–matrices. If such a two–level atom is prepared in
an initial state ψ, sent through the cavity and measured afterwards this gives a
typical example of such measurement.

A measurement procedure of this type can be decomposed into the following
steps:

α) Couple the system A in its initial state ϕ to another system – the measure-
ment apparatus – with observable algebra C, which is initially in a state
ψ.

β) For a certain time t0 the composed system evolves according to a dynamics
(αt)t∈R. In the Heisenberg picture, (αt)t∈R is a group of automorphisms of
A⊗C. After the interaction time t0 the overall change of the system is given
by Tint := αt0 (the index ‘int’ stands for ‘interaction’).
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γ) Now an observable X =
∑
i λipi ∈ C is measured and changes the state of

the composed system accordingly.
δ) The new state of A is finally obtained by restricting the new state of the

composed system to the operators in A.

Mathematically each step corresponds to a map on states and the whole mea-
surement is obtained by composing those four maps (on infinite dimensional
algebras all states are assumed to be normal):

α) The measurement apparatus is assumed to be initially in a fixed state ψ.
Therefore, in the Schrödinger picture, coupling A to C corresponds to the
map ϕ 	→ ϕ ⊗ ψ of states on A into states on A ⊗ C. We already saw in
Sect. 4.5.5 that dual to this map is the conditional expectation of tensor
type

Pψ : A⊗ C 	→ A : x⊗ y 	→ ψ(y) · x
which thus describes this step in the Heisenberg picture (when identifying
A with the subalgebra A ⊗ 1l of A ⊗ C we may still call Pψ a conditional
expectation).

β) The time evolution of A ⊗ C during the interaction time t0 is given by an
automophism Tint on A⊗ C. It changes any state χ on A⊗ C into χ ◦ Tint.

γ) A measurement of X =
∑
i λipi ∈ C changes a state χ on A ⊗ C into the

state χ(1l⊗pi · 1l⊗pi)/χ(1l⊗pi) and this happens with probability χ(1l⊗pi).
It is convenient to consider this state change together with its probability.
Then it can be described by the non-normalized but linear map

χ 	→ χ(1l⊗ pi · 1l⊗ pi) .

Dual to this is the map

A⊗ C � z 	→ 1l⊗ pi · z · 1l⊗ pi
which thus describes the unnormalized state change due to a measurement
with outcome λi in the Heisenberg picture. When turning from a measure-
ment with outcome λi to a measurement with deliberate ignorance, the differ-
ence between the normalized and the unnormalized description disappears.

δ) This final step maps a state χ on the composed system A⊗ C to the state

χ|A : A � x 	→ χ(x⊗ 1l) .

The density matrix of χ|A is obtained from the density matrix of χ by a
partial trace over C. As we already saw in Sect. 4.5.5 a description of this
step in the Heisenberg picture is given by the map

A � x 	→ x⊗ 1l ∈ A⊗ C .

By composing all four maps in the Schrödinger picture and in the Heisenberg
picture we obtain
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A α) A⊗ C β) A⊗ C γ) A⊗ C δ) A
ϕ −→ ϕ⊗ ψ −→ ϕ⊗ ψ ◦ Tint −→ ϕi −→ ϕi|A

PψTint(x⊗ pi)←− Tint(x⊗ pi)←− x⊗ pi ←− x⊗ 1l ←− x

with ϕi := ϕ⊗ ψ ◦ Tint(1l⊗ pi · 1l⊗ pi). Altogether, the operator

Ti : A → A : x 	→ PψTint(x⊗ pi)
describes in the Heisenberg picture the non-normalized change of states in such
a measurement with the i-th value λi as outcome. The probability for this to
happen can be computed from the previous section as

ϕ⊗ ψ ◦ Tint(1l⊗ pi) = ϕ⊗ ψ(Tint(1l⊗ pi))
= ϕ(PψTint(1l⊗ pi))
= ϕ(Ti(1l)).

When performing such a measurement but deliberately ignoring its outcome this
measurement is described (in the Heisenberg picture) by

T =
∑
i

Ti .

Since the operators Ti were unnormalized they need not to be weighted with
their probabilities.

More generally, for any subset A ⊆ Ω0 = σ(X) we obtain an operator

TA :=
∑
i∈A

Ti .

It describes the state change (in the Heisenberg picture), if a measurement of
X was performed and if it is known that the outcome of this measurement is in
A (‘partial deliberate ignorance’). The assignment A 	→ TA is an example of a
positive map valued (PMV) measure (cf. [3]).

The operator T can be computed more explicitly: for x ∈ A we obtain

T (x) =
∑
i

PψTint(x⊗ pi) = PψTint(x⊗ 1l)

since
∑
i pi = 1l. From their construction it is clear that all operators T and Ti are

completely positive and T is, in addition, identity preserving, that is T (1l) = 1l.
It should be noted that T does no longer depend on the particular observable
X ∈ C but only on the interaction Tint and the initial state ψ of the apparatus
C. Only the particular decomposition of T reflects the particular choice of X.

4.10.3 Measurement of a Quantum System and Concrete
Representations of Completely Positive Operators

Consider now a ‘true quantum situation’ where A is given by the algebra Mn of
all n × n–matrices and C is given by Mm for some m. Assume further that we
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perform a kind of ‘perfect measurement’: In order to draw a maximal amount of
information from such a measurement the spectral projection pi should be min-
imal hence 1-dimensional, and the initial state ψ of the measurement apparatus
should be a pure state. It then follows that there are operators ai ∈ A = Mn,
1 ≤ i ≤ m, such that

Ti(x) = a∗
i xai ,

and T (x) =
∑
i a

∗
i xai .

Indeed, every automophism Tint of Mn ⊗Mm is implemented by a unitary u ∈
Mn⊗Mm, such that Tint(z) = Adu(z) = u∗zu for z ∈Mn⊗Mm. Since Mn⊗Mm

can be identified with Mm(Mn), the algebra of m×m–matrices with entries from
Mn, the unitary u can be written as a matrix

u =


uij



m×m

with entries uij ∈ Mn, 1 ≤ i, j ≤ m. Moreover, the pure state ψ on Mm is a
vector state induced by a unit vector



ψ1
...
ψm


 ∈ C

m

while pi projects onto the 1–dimensional subspace spanned by a unit vector


ξi1
...
ξim


 ∈ C

m .

A short computation shows that T (x) =
∑
i Ti(x), where

Ti(x) = PψTint(x⊗ pi) = Pψ(u∗ · x⊗ pi · u)
= a∗

i xai ,

with

ai = (ξ1, . . . , ξm) ·

uij





ψ1
...
ψm


 .

Therefore, a completely positive operator T with T (1l) = 1l describes, in the
Heisenberg picture, the state change of a system due to a measurement with
deliberate ignorance. It depends only on the coupling to a measurement appa-
ratus and the initial state of the apparatus. Only the measurement of a specific
observable X =

∑
i λipi leads to a decomposition T =

∑
i Ti, where Ti describes

the (non-normalized) change of states on the occurrence of the outcome λi. The
probability for this is given by ψ(Ti(1l)). In the special case of a perfect quantum
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measurement the operators Ti are of the form Ti(x) = a∗
i xai and the probability

for an outcome λi is given by ϕ(a∗
i ai).

Conversely, a concrete representation T (x) =
∑
i a

∗
i xai for T : Mn → Mn

with T (1l) = 1l may always be interpreted as coming from such a measurement:
Since T (1l) = 1l, the map

v :=



a1
...
am


 from C

n to C
n ⊗ C

m = C
n ⊕ . . .⊕ C

n

is an isometry, and T (x) = v∗ · x⊗ 1l · v is a Stinespring representation for T .
Construct any unitary u ∈Mn ⊗Mm = Mm(Mn) which has

v =



a1
...
am




in its first column and put

ψ̃ :=




1
0
...
0


 ∈ C

m .

Then Pψ(u∗ ·x⊗ 1l ·u) = v∗ ·x⊗ 1l · v = T (x). With pi the orthogonal projection
onto the 1-dimensional subspace spanned by the i-th canonical basis vector




0
:
1
0
:
0




with the 1 at the i-th place we obtain, indeed,

Pψ(u∗ · x⊗ pi · u) = a∗
i xai .

4.10.4 Repeated Measurement

Consider now the case where we repeat such a measurement indefinitly. At each
time step we couple the system in its present state to the same measurement
apparatus which is always prepared in the same initial state. We perform a mea-
surement thereby changing the state of the system, decouple system and appara-
tus, and start again the whole procedure. In order to have a concrete example in
mind consider again the micromaser experiment. Sending identically prepared
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atoms through the cavity, one after another, and measuring their states after
they have passed the cavity, this is a typical example for such a measurement
(and this is what experimentalists do with the micromaser, see also Sect. 2.5).

Continuing the previous discussion, each single measurement can have an
outcome i in a (finite) set Ω0. For simplicity assume that we perform a perfect
quantum measurement. Then there is a completely positive, identity preserving
operator T on an algebra Mn (n ∈ N or n = ∞), with a decomposition T (x) =∑
i∈Ω0

a∗
i xai. A trajectory of the repeated measurement will be an element in

Ω = ΩN

0 = {(ω1, ω2, . . .) : ωi ∈ Ω0} .
Given the system is initially in a state ϕ then the probability for measuring
i1 ∈ Ω0 at the first measurement is ϕ(a∗

i1
ai1), and in this case its state changes

to
ϕ(a∗

i1
· ai1)

ϕ(a∗
i1
ai1)

.

Therefore the probability of measuring now i2 ∈ Ω0 in a second measurement is
given by ϕ(a∗

i1
a∗
i2
ai2ai1) and in this case the state changes further to

ϕ(a∗
i1
a∗
i2
· ai2ai1)

ϕ(a∗
i1
a∗
i2
ai2ai1)

.

Similarly, the probability for obtaining a sequence of outcomes (i1, . . . , in) ∈
Ωn0 = Ω0 × . . .×Ω0 is given by

P
n
ϕ((i1, i2, . . . , in)) := ϕ(a∗

i1a
∗
i2 · . . . · a∗

inain · . . . · ai2ai1)
which defines a probability measure P

n
ϕ on Ωn0 . The identity

∑
i∈Ω0

a∗
i ai =

T (1l) = 1l immediately implies the compatibility condition

P
n+1
ϕ ((i1, i2, . . . , in)×Ω0) = P

n
ϕ((i1, . . . , in)) .

Therefore there is a unique probability measure Pϕ on Ω defined on the σ-algebra
Σ generated by cylinder sets

Λi1,...,in := {ω ∈ Ω : ω1 = i1, . . . , ωn = in} ,
such that

Pϕ(Λi1,...,in) = P
n
ϕ((i1, . . . , in)) .

The interpretation of Pϕ is obvious: For every A ∈ Σ, Pϕ(A) is the probability
of measuring a trajectory in A.

Denote, again, by σ the time shift on Ω, that is

σ((ω1, ω2, ω3, . . .)) = (ω2, ω3, ω4, . . .).

Then a short computation shows that

Pϕ(σ−1(A)) = Pϕ◦T (A) ,

for all sets A ∈ Σ. In particular, if ϕ is stationary for T , that is ϕ ◦ T = ϕ, then
Pϕ is stationary for σ on Ω. This allows to use methods from classical ergodic
theory for the analysis of trajectories for repeated quantum measurement.
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Theorem 13. Ergodic Theorem ([19]) If

lim
n→∞

1
N + 1

N∑
n=0

ϕ ◦ Tn = ϕ0

for all states ϕ, then for any initial state ϕ and for any set A ∈ Σ which is time
invariant, that is σ−1(A) = A, we have either Pϕ(A) = 0 or Pϕ(A) = 1.

We illustrate this theorem by an application: How likely is it to find during
a repeated measurement a certain sequence of outcomes (i1, . . . , in) ∈ Ωn0 ? If
the initial state is a T–invariant state ϕ0 then the probability of finding this
sequence as outcomes of the measurements k, k + 1, . . . k + n − 1 is the same
as the probability of finding it in the first n measurements. In both cases this
probability is given by ϕ0(a∗

i1
. . . a∗

in
ain . . . ai1). However, it is also true that this

probability is identical to the relative frequency of occurences of this sequence
in an arbitrary individual trajectory:

Corollary 2. ([19]) For any initial state ϕ and for (i1, . . . , in) ∈ Ωn0 ,

lim
N→∞

1
N
|{j : j < N and ωj+1 = i1, . . . , ωj+n = in}|

= ϕ0(a∗
i1 · . . . · a∗

inain · . . . · ai1) ,
for Pϕ – almost all paths ω ∈ ΩN

0 .

This is a version of of Birkhoff’s ergodic theorem (cf. Sect. 4.3.4) for repeated
measurement. Similarly, all statistical information can be drawn from the obser-
vation of a single trajectory of the repeated measurement process, that means
that correlations can be measured as autocorrelations. This is tacitly assumed
in the physics literature but it has not been proven up to now. There is also an
ergodic theory for continuous time Davies processes for which we refer to [19].

Recently we have been able to prove an even stronger result:

Theorem 14. ([20]) Under the assumptions of the above ergodic theorem

lim
n→∞

1
N

N∑
n=1

ϕ(a∗
i1
. . . a∗

in
· ain . . . ai1)

ϕ(a∗
i1
. . . a∗

in
ain . . . ai1)

= ϕ0

for any initial state ϕ and ω = (i1, i2, . . .), Pϕ-almost surely.

We close this discussion with some remarks. If a sequence of n measurements
has led to a sequence of outcomes (i1, . . . , in) ∈ Ωn0 , then the operator

Ti1i2...in : x 	→ a∗
i1 . . . a

∗
inxain . . . ai1

describes the change of the system under this measurement including the prob-
ability for this to happen. Similarly, for any subset A ⊆ Ωn0 we may associate
the operator TnA :=

∑
ω∈Ωn

0
Tω. In particular TΩn

0
= Tn. Again, the assignment

A 	→ TnA is a positive map valued measure (cf. Sect. 4.10.2).
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For subsets A ⊆ Ωn0 and B ⊆ Ωm0 the set A×B may be naturally identified
with a subset of Ωn0 ×Ωm0 = Ωn+m

0 , and from the definition of TnA we obtain

Tn+m
A×B = TnA ◦ TmB .

Therefore, the operators {TnA : n ∈ N, A ⊆ Ωn0 } form a discrete time version
of the type of quantum stochastic processes which have been considered in [3]
for the description of quantum counting processes. The above identity may be
considered as a Markov property for positive map valued measures.

We finally remark that decompositions T (x) =
∑
i a

∗
i xai as above define

so-called quantum trajectories. They are extensively used in the numerical sim-
ulation of irreversible behaviour of open quantum systems, and in particular for
computing their equilibrium states (cf. [2]). The above theorems show that for
many purposes it is enough to do such a simulation once along one path while it
is not necessary to perform a whole sample of such simulations in order to pass
to a sample average.

4.11 The Micromaser as a Quantum Markov Process

The micromaser experiment as it is carried through in the group around H.
Walther [33] in Garching turns out to be an experimental realization of a quan-
tum Markov process with all the structure as described in Sect. 4.6.1. This fact
can be used to employ some general theory on such quantum Markov processes,
and leads to some suggestions on how to use a micromaser for the preparation of
interesting quantum states. In the following we give a description of this recent
considerations. For details we refer to [34,35] for the results on the micromaser,
and to [18] for some mathematical background.

4.11.1 The Experiment

In the micromaser experiment (see also Sect. 2.4.1 of this volume!) a beam of
isolated rubidium atoms is prepared in highly exited Rydberg states. Only two
of these states are relevant for the following and we may consider the atoms as
quantum mechanical two-level systems. Thus the algebra of observables for a
single atom is the algebra M2 of 2× 2-matrices. The atoms with a fixed velocity
are singled out and sent through a micro-wave cavity which has small holes
on both sides for the atoms to pass through this cavity. During their passage
through the cavity the atoms interact with one mode of the electromagnetic field
in this cavity which is in tune with the energy difference of the two levels of these
atoms. One mode of the electromagnetic field is described as a quantum harmonic
oscillator, hence its algebra of observables is given by B(H), where H = L2(R)
or H = l2(N), depending on whether we work in the position representation or
in the energy representation. The atomic beam is weak enough, so there is at
most one atom inside the cavity at a time, and since the atoms come all with the
same velocity there is a fixed interaction time for the interaction between atom
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micro-
wave-
cavity

isolated Rubidium atoms
in Rydberg-states

←− • ←− • ←− • ←− • ←−

ϕ

· · · ρ−1 ⊗ ρ0 ⊗ ρ1 ⊗ ρ2 . . .

Fig. 4.1. Scheme of description for the micromaser experiment. The states of the field
mode and the successive atoms are denoted as ϕ and ρi, respectively

and field for each of these atoms. To simplify the discussion further, we assume
that the time between the passage through the cavity of two successive atoms
is always the same, what defines our time unit. This is not realistic, but due to
the particular form of the model (cf. below) the free evolution commutes with
the interaction evolution and can be handled separately. Therefore it is easy to
turn from this description to a more realistic description afterwards, where the
arrival times of atoms in the cavity have, for example, a Poissonian distribution.

If we don’t specify the algebras and interaction involved we obtain a scheme
of description for the experiment which is depicted in Fig. 4.1. There, ϕ stands
for the state (density matrix) of the field mode, and the ρi denote the states of
the successive atoms.

4.11.2 The Micromaser Realizes a Quantum Markov Process

We consider the time evolution in the interaction picture: It decomposes nat-
urally into two parts: During one time step one atom has passed through the
cavity. If before the passage the cavity was in a state ϕ and the atom in a state
ρ, then the state of field mode and atom is now given by uint · ϕ ⊗ ρ · u∗

int,
where uint = eiHt0 , H is the Hamiltonian, and t0 is the interaction time given
by the time an atom needs to pass through the cavity. The other part of the
time evolution describes the moving atoms. For one time unit, it is the tensor
right shift on the tensor product of density matrices of the flying atoms. Thus
the time evolution of the whole system for one time unit might be written in the
following suggestive way:

ϕ

uint ⊗ u∗
int

tensor left shift ( · · · ρ−1 ⊗ ρ0 ⊗ ρ1 ⊗ ρ2 · · · )
We continue to use this suggestive picture for our description. Then a description
of this system in the Heisenberg picture looks as follows: If x ∈ B(H) is an
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observable of the field mode and (yi)i ∈ M2 are observables of the atoms, then
a typical observable of the whole system is given by

x

⊗
· · · y−1 ⊗ y0 ⊗ y1 · · ·

∈
B(H)
⊗

· · · M2 ⊗ M2 ⊗ M2 · · ·
and arbitrary observables are (limits of) linear combinations of such observables.
The dynamics of the interaction between field mode and one passing atom is
given by

αint :
x
⊗
y0

	→ u∗
int ·

x
⊗
y0

· uint

while the dynamics of the chain of moving atoms is now the tensor right shift
on the observables:

S : · · · y−1 ⊗ y0 ⊗ y1 ⊗ y2 · · · 	→ · · · y−2 ⊗ y−1 ⊗ y0 ⊗ y1 · · ·
Therefore, the complete dynamics for one time step is given by α := αint ◦ S,
and can be written as

B(H)
⊗

· · · ⊗ M2 ⊗ M2


αint

⊗ M2 ⊗ · · ·
−−−−−−−−−−−−−−→

S

We see that the dynamics of this systems is a realization of the dynamics of a
quantum Markov process of the type as discussed in Sect. 4.6.1.

4.11.3 The Jaynes–Cummings Interaction

Before investigating further this Markov process we need to be more specific
about the nature of the interaction between field mode and two-level atoms. In
the micromaser regime it is a good approximation to assume that the interaction
is described by the Jaynes–Cummings model: On the Hilbert space l2(N)⊗ C

2,
we use the simplified Hamiltonian given by

H = �ωFa
∗a⊗ 1l + 1l⊗ �

2
ωAσz + g�(a+ a∗)⊗ (σ+ + σ−)

� �ωFa
∗a⊗ 1l + 1l⊗ �

2
ωAσz + g�(a⊗ σ+ + a∗ ⊗ σ−)

� �ω a∗a⊗ 1l + 1l⊗ �

2
ω σz + g�(a⊗ σ+ + a∗ ⊗ σ−) .

Here, the first line is the original Hamiltonian of a field-atom interaction, where
ωF is the frequency of the field mode, ωA is the frequency for the transition
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between the two levels of our atoms, and g is the coupling constant. In the
second line this Hamiltonian is simplified by the rotating wave approximation
(see p. 50), and in the third line we further assume ωF = ωA =: ω. The operators
σ+ and σ− are the raising and lowering operators of a two-level system. The
Hamiltonian generates the unitary group

U(t) = e− i
�

Ht

and uint := U(t0), where t0 is the interaction time needed for one atom to pass
through the cavity.

We denote by |n〉 ⊗ | ↓ 〉 and |n〉 ⊗ | ↑ 〉 the canonical basis vectors of the
Hilbert space where |n〉 denotes the n-th eigenstate of the harmonic oscillator
and |↑ 〉 and |↓ 〉 are the two eigenstates of the two-level atom. The Hilbert space
decomposes into subspaces which are invariant under the Hamiltonian and the
time evolution: H0 is the one-dimensional subspace spanned by |0〉 ⊗ | ↓ 〉, and
the restriction of H to H0 is given by H0 = 0, hence the restriction of U(t) to
H0 is U0(t) = 1. For k ∈ N denote by Hk the two-dimensional subspace spanned
by the vectors |k〉 ⊗ | ↓ 〉 and |k − 1〉 ⊗ | ↑ 〉. Then the restriction of H to Hk is
given by

Hk = � ·
(
ωk g

√
k

g
√
k ωk

)
,

hence the restriction of U(t) to Hk is

Uk(t) = eiωkt
(

cos g
√
kt −i sin g

√
kt

−i sin g
√
kt cos g

√
kt

)
.

Finally, if for some inverse temperatur β, 0 < β < ∞, ϕβ and ψβ are the
equilibrium states for the free Hamiltonian of the field mode and of the two-
level-atom, respectively, then ϕβ ⊗ ψβ is invariant under the full time evolu-
tion generated by the Jaynes–Cummings interaction Hamiltonian H from above.
Therefore, α1 := Aduint on B(H) ⊗M2 leaves this state invariant and the dy-
namics of the micromaser is the dynamics of a full stationary Markov process as
discussed in Sect. 4.6.1.

4.11.4 Asymptotic Completeness and Preparation
of Quantum States

The long time behaviour of this system depends on whether or not a so-called
trapped state condition is fulfilled. That means that, for some k ∈ N, g

√
ktint is

an integer multiple nπ of π, for some n ∈ N. In this case the transition

|k − 1〉 ⊗ |↑ 〉 ←→ |k〉 ⊗ |↓ 〉

is blocked. Therefore, if the initial state of the micromaser has a density matrix
with non-zero entries only in the upper left k− 1×k− 1 corner, then the atoms,
in whichever state they are, will not be able to create a state in the micromaser
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with more than k−1 photons. This has been used [33] to prepare experimentally
two-photon number states: The initial state of the field mode is the vacuum, the
two-level atoms are in the upper state | ↑ 〉, and the interaction time is chosen
such that the transition from two to three photons is blocked. This forces the
field-mode into the two-photon number state.

On the other hand, if no trapped state condition is fulfilled and all transitions
are possible, then the state of the field-mode can be controlled by the states of
the passing atoms [34,35]. Some mathematical theory is necessary in order to un-
derstand why this happens: The evolution α = α1 ◦S of this system is composed
of the two parts α1 and S. The automorphism α1 is only a local interaction,
and we may consider S as the free part of the evolution α. This resembles the
situation discussed by Lax and Phillips in their scattering theory [22]. Following
this idea a scattering theory for such Markov processes was developed in [18]:
A Markov process as in Sect. 4.6.1 is called asymptotically complete if for all
x ∈ A2

Φ−(x) := lim
n→∞

S−nαn(x) ex. (stop),

and Φ−(x) ∈ 1l⊗ C .

Moreover, it is shown in [18] that if these conditions hold for x ∈ A0⊗1l then
they hold for arbitrary x ∈ A. It should be noted, however, that for this part
of our discussions all algebras should be von Neumann algebras, and the tensor
product has to be the von Neumann infinite tensor product with respect to the
product state. For x ∈ A0, however, we find that

αn(x⊗ 1l) = u∗
n ·x⊗ 1l · un
un := Sn−1(uint) · Sn−2(uint) · . . . · S(Uint) · uint ,

and asymptotic completeness means that for x ∈ A0, and for very large n ∈ N,
there exists xnout ∈ C such that

αn(x⊗ 1l) = u∗
n · x⊗ 1l · un ≈ 1l⊗ xnout .

We translate this into the Schrödinger picture and use density matrices for the
description of states. Then we find that if such a Markov process is asymptoti-
cally complete, then for any density matrix φn of A0 and large n ∈ N we find a
density matrix ρ0 of C such that

un · φ0 ⊗ ρ0 · u∗
n ≈ φn ⊗ ρ′

for some density matrix ρ′ of C, and the choice of ρ0 is independent of the initial
state φ0 on A0. This means that if we want to prepare a state φn on A0 (in
our case of the field mode), then even without knowing the initial state φ0 of
A0 we can prepare an initial state ρ0 on C such that the state φ0 ⊗ ρ0 evolves
2 Read “ex. (stop)” as “exists in the strong operator topology” hereafter.
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after n time steps into the state φn on A0, and some other state ρ′ of C which
is, however, not entangled with A0.

This raises the question whether the Markov process of the Jaynes–Cum-
mings-model is asymptotically complete and, if so, whether this can be used to
prepare other states of the field mode. The first question has a positive answer
(but the proof is difficult). Therefore, from a mathematical point of view it is
possible to prepare an arbitrary state of the field-mode with arbitrary accuracy
by sending suitably prepared atoms through the cavity. The second question
has been investigated in [34,35]. These results show that already with a small
number of atoms one can prepare interesting states of the field mode with a
very high fidelity. Details can be found in [34,35]. As an illustration we give one
concrete example: If the field mode is initially in the vacuum |0〉 and one wants
to prepare the two-photon number state |2〉 with 4 incoming atoms, then when
choosing an optimal interaction time tint one can prepare the state |2〉 with a
fidelity of 99.87%, if the four atoms are prepared in the state

|ψ0〉 =
√

0.867|↑ 〉|↑ 〉|↓ 〉|↓ 〉
+
√

0.069|↑ 〉|↓ 〉|↑ 〉|↓ 〉
−√0.052|↓ 〉|↑ 〉|↑ 〉|↓ 〉
+
√

0.005|↑ 〉|↓ 〉|↓ 〉|↑ 〉
−√0.004|↓ 〉|↑ 〉|↓ 〉|↑ 〉
+
√

0.003|↓ 〉|↓ 〉|↑ 〉|↑ 〉 .
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5 Decoherence in Quantum Physics
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Hermann-Herder-Str. 3, D-79104 Freiburg, Germany

5.1 Introduction

In quantum mechanics, two states |ψ1〉 and |ψ2〉 of a system may be superposed
to give a new state |ψ〉 = (|ψ1〉 + |ψ2〉)/

√
2. Sometimes, due to environmental

influences, such a superposition is not dynamically robust and decays into a
mixture ρ = 1

2 (|ψ1〉〈ψ1|+|ψ2〉〈ψ2|). These lectures are concerned with the nature
of robust states and the time scales involved during the transition from the
coherent superposition to the mixture, i.e the time scale of decoherence.

Coherence in a quantum system may be lost due to several mechanisms: the
system under study may be subjected to the influence of some fluctuating, exter-
nal classical fields such that the dynamics of a state ψt is unitary, yet stochastic.
Certain interferences will be washed out by averaging over these fluctuations, a
manifestation of decoherence. Closely related, uncertainty in initial conditions
will also lead to a suppression of interference phenomena resulting from the av-
erage over a distribution of initial states. None of these reasons for decoherence
is truly quantum and may also be encountered as the origin of decoherence in
classical systems, as in light interferometry, for instance. A profoundly quantum
cause for decoherence is entanglement. A quantum system interacting with its
environment will become entangled and will thus no longer be described by a sin-
gle state vector, even if both, system and environment are in a single pure state.
The reduced density operator of the open system will generally be a mixture due
to entanglement. It is this latter, genuinely quantum origin of decoherence that
will be our major concern in these lectures, see also [1,2,3,4,5].

5.1.1 Open Quantum Systems

Standard quantum theory applies to closed systems only. If we are to describe an
open quantum system, a standard approach [6,7] is to specify a total Hamiltonian
consisting of the Hamiltonian of the open “system”, its “environment”, and their
interaction:

Htot = Hsys +Henv +Hint . (5.1)

In order to determine the dynamics, ideally, we would like to solve Schrödin-
ger’s equation for system and environment,

i�∂tΨtot(t) = HtotΨtot(t) , (5.2)

A. Buchleitner and K. Hornberger (Eds.): LNP 611, pp. 199–233, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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for a pure initial total state Ψ0, or equivalently, von Neumann’s equation

i�∂tρtot(t) = [Htot, ρtot(t)]

which applies to a mixed initial total state ρ0 too.
In almost all cases, however, the determination of the solution of these equa-

tions is beyond reach. As we are usually interested in properties of the open
“system” only, we may concentrate on the time evolution of the reduced density
operator

ρ(t) = trenv (ρtot(t)) = trenv (|Ψtot(t)〉〈Ψtot(t)|) , (5.4)

where the last equality holds for a pure total state of system and environment.
The reduced density operator, whose time dependence we often abbreviate by
the notation ρt ≡ ρ(t) will in general be a mixed state due to entanglement
between “system” and “environment”, even if ρtot = |Ψtot〉〈Ψtot| is pure.

Open system dynamics [6,7] refers to the time evolution of ρt. In many cases,
notably in quantum optics applications when the environment is the quantized
electromagnetic field, it is possible to derive certain master equations for the
time evolution of the open system’s density operator,

∂tρt = Lρt, (5.5)

with L denoting the generator of this dissipative, non-unitary dynamics (see
Chapt. 2). Very often, this master equation is of the so-called Lindblad form,
ensuring that general properties of density operators are preserved under time
evolution.

Let us expand the reduced density operator in a certain basis |φn〉,

ρ =
∑
nm

ρnm|φn〉〈φm| . (5.6)

The diagonal elements ρnn = 〈φn|ρ|φn〉 = pn may be interpreted as probabilities,
namely the probability that the system is in state |φn〉.

The off-diagonal elements ρnm = 〈φn|ρ|φm〉, n �= m are called coherences
and indicate that the state of the quantum system has contributions from a
coherent superposition cm|φm〉 + cn|φn〉. Note that only the probabilities pn
have a “classical” meaning.

Decoherence is the dynamical loss of coherences, ρnm(t)→ 0 for n �= m and
t → ∞, here due to the coupled dynamics of the open system and its envi-
ronment. Obvious questions arise that will be addressed during these lectures:
What determines the basis |φn〉 with respect to which off-diagonal elements in
the reduced density operator disappear? What is the time scale of their disap-
pearance? In answering these questions we will find that it proves difficult to
preserve coherences in quantum systems that interact with a many-degree of
freedom reservoir. In particular, we will see how decoherence explains why we
do not encounter quantum superpositions at the macroscopic level.
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5.1.2 Decoherence: Two Simple Examples

Damped Electromagnetic Field Mode. A simple example with the nice fea-
ture of experimental access is the decoherence of the state of an electromagnetic
field mode inside a cavity. Due to losses through the cavity mirrors, photons may
leak to the field modes outside the cavity which play the role of the “environ-
ment”. This standard model is discussed in Chapt. 2 and in all quantum optics
text books [6], and will be used here to reveal important aspects of decoherence
that will later on be addressed in a more general framework. The system is a
single mode of the electromagnetic field with Hamiltonian Hsys = Ωa†a. The
loss of photons to the outside world leads to an exponential decay of the number
of photons 〈N(t)〉 = N0e−γt which introduces a relaxation time constant γ−1 in
addition to the free system time scale Ω−1.

Master Equation. In standard Born-Markov approximation, and at zero temper-
ature T = 0, the master equation of the damped field mode takes the Lindblad
form [6] (see (2.1) with ω → Ω, A→ γ, ν = 0)

∂tρ = −i[Ωa†a, ρ] +
γ

2
(
[a, ρa†] + [aρ, a†]

)
. (5.7)

With a pure initial state ρ0 = |ψ0〉〈ψ0| and at zero temperature, entanglement
between “system”and “environment” is the only cause of decoherence. Indeed,
in almost all circumstances, one expects that such dissipative dynamics leads to
a mixed state ρt, even if the initial state ρ0 is pure.

Yet in this simple example, we make a remarkable observation concerning
coherent states |z〉 = e− 1

2 |z|2+za† |0〉. Coherent states are eigenstates of the anni-
hilation operator a|z〉 = z|z〉, with z ∈ C.

Let us choose ρ0 = |z0〉〈z0| to be a pure coherent state. Under time evolution
according to (5.7), we find that ρt = |z(t)〉〈z(t)| remains a pure state solution
with z(t) = e−iΩte−γt/2z0 describing the damped, oscillating motion of the field
amplitude. We conclude that the master equation (5.7) has very specific pure
state solutions.

An initial mixture of two pure coherent states ρ0 = 1
2 |z1〉〈z1|+ 1

2 |z2〉〈z2|, re-
mains that mixture due to linearity; we find ρt = 1

2 |z1(t)〉〈z1(t)|+ 1
2 |z2(t)〉〈z2(t)|,

with z1(t), z2(t) again describing the damped, oscillating motion of a field am-
plitude as above.

Let us now investigate the fate of an initial coherent superposition of co-
herent states, ρ0 = |ψ0〉〈ψ0| with |ψ0〉 = (|z1〉+ |z2〉) /

√
2 (strictly speaking,

the normalization factor is more involved than just 1/
√

2 - we will, however al-
ways assume |z1 − z2| 	 1 so that the deviation from our choice is negligible).
In its full beauty, the initial reduced density operator consists of four terms,
ρ0 = 1

2 |z1〉〈z1|+ 1
2 |z2〉〈z2|+ 1

2 |z1〉〈z2|+ 1
2 |z2〉〈z1|.

Time evolution according to the master equation (5.7) leads to

ρt =
1
2
|z1(t)〉〈z1(t)|+ 1

2
|z2(t)〉〈z2(t)| (5.8)

+
1
2
f(t)|z1(t)〉〈z2(t)|+ 1

2
f∗(t)|z2(t)〉〈z1(t)| ,
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where z1(t) and z2(t) again follow the oscillating, damped motion. The cross
terms (the “coherences”) are weighted by an amplitude f(t) with

|f(t)| = exp
(
−1

2
|z1(0)− z2(0)|2 (1− e−γt)) . (5.9)

Obviously, whenever the initial “distance” between the superposed coherent
states is large, D2 ≡ |z1(0) − z2(0)|2 	 1, their mutual coherence vanishes
since |f(t)| → 0. Thus, the initially fully coherent reduced density operator be-
comes the mixed state ρt = 1

2 |z1(t)〉〈z1(t)|+ 1
2 |z2(t)〉〈z2(t)| under time evolution,

if only D2 = |z1(0)−z2(0)|2 	 1. The larger D, the more rapidly the coherences
will disappear.

Of particular interest is the time scale of their disappearance: Assume γt
 1,
so that almost no “damping” or even “motion” has occurred yet. Still, decoher-
ence with |f(t)| ∼ e−γD2t/2 will be effective as long as the initial distance D is
large. For macroscopically distinct coherent states {|z1〉, |z2〉} a huge separation
of time scales between decoherence and damping results:

decoherence rate
relaxation rate

∼ D2.

Upon the identification z = (q+ip)/
√

2, the distanceD = |z1−z2| is just a “phase
space distance” D2 = (|q1 − q2|2 + |p1 − p2|2)/2. The square D2 of this distance
can easily be much, much larger than unity for macroscopically distinct states,
since the phase space coordinates (q, p) are measured in quantum oscillator units
involving Planck’s constant �. Thus values of astonishing magnitude like D2 ∼
1040 may appear (which nevertheless have to be taken very cautiously, as we will
explain in more detail later).

Thus, decoherence for superpositions of macroscopically distinct states (D 	
1) may be incredibly effective, even though damping for one of the components
of the superposition is hardly noticeable. This separation of time scales between
damping and decoherence is the reason why decoherence deserves special at-
tention in open quantum system dynamics. For two-level systems, in contrast,
the decay of the off-diagonal terms differs by a factor of two only from the de-
cay of the diagonal terms and no special distinction between decoherence and
dissipation seems necessary. As soon as a quantum system allows for a mean-
ingful classical limit, however, superpositions of then macroscopically distinct
states decohere towards mixtures almost instantaneously. This may be seen as
the reason why it is so difficult to extend coherent quantum phenomena to the
macroscopic domain, and is the reason for the absence of quantum superpositions
(“Schrödinger cat states”) from the macroworld.

Wigner Function. It is instructive to display decoherence using a phase space
representation of the density operator in terms of the Wigner function W (q, p).

The Wigner function is the integral transform

W (q, p) =
1

2π�

∫
dx 〈q − x

2
|ρ|q +

x

2
〉 eipx/� . (5.11)
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Fig. 5.1. (left) Wigner function of a mixture of two coherent states. (right) Wigner
function of a coherent superposition of two coherent states

Upon integration over one of the variables, we get the probability distribution
of the other,

∫
dpW (q, p) = 〈q|ρ|q〉 and

∫
dqW (q, p) = 〈p|ρ|p〉. (From now on we

use phase space units such that � = 1.)
The Wigner function of a coherent state ρ = |z〉〈z| with z = (q̄ + ip̄)/

√
2 is

a Gaussian, centered at (q̄, p̄),

W (q, p) =
1
π

exp
(
−

(
(q − q̄)2 + (p− p̄)2

))
. (5.12)

A mixture of coherent states with z1 = z = −z2, i.e. ρ = 1
2 |z〉〈z|+ 1

2 |−z〉〈−z|
consists of two Gaussians with opposite centroids, W (q, p) = 1

2 (W+ + W−), as
displayed in the left part of Fig. 5.1, for z = 5/

√
2.

By contrast, the Wigner function of a coherent superposition of two coherent
states, |ψ〉 = (|z〉+ | − z〉)/√2 (with |z| 	 1) shows an additional oscillatory
pattern, centered between the two Gaussians (right part of Fig. 5.1, again z =
5/
√

2).
Naturally, the oscillating pattern originates from the crossterms in the re-

duced density operator and thus from the coherence between the superposed
wave packets. We find W = 1

2 (W+ +W−) +W+− with

W+− =
1
π

exp
(
− (q2 + p2)

)
cos(D · p) (5.13)

where, as before, D = |z2 − z1| = 2|z|. Coherence between the superposed
wave packets results in an oscillatory (sometimes negative) Wigner function near
(q, p) ≈ 0. The oscillations are the more rapid, the larger D, i.e. the further the
superposed coherent states are apart.

If these Wigner functions represent states of the electromagnetic field mode
as discussed previously, we see that decoherence in that system is nothing but
the transition from the right to the left in Fig. 5.1, i.e. the disappearance of
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the oscillating pattern, as a result of quantum dynamics of both, system and
environment. The decay of the oscillating pattern is governed by the exponential
e−γD2t/2 for γt 
 1. This can be a very, very short scale if D 	 1. So short in
fact, that the Gaussians W+ and W− themselves do not move visibly.

We emphasize again that the underlying reason for decoherence is entangle-
ment formation between system and environment in the evolution of the total
state Ψ(t).

Schrödinger Equation for “System” and “Environment”, and Robust States. Fur-
ther insight is gained by discussing decoherence in this simple example from the
point of view of the full dynamics of system and environment.

The underlying master equation (5.7) may be derived from the total Hamil-
tonian

Htot = Ωa†a+
∑
λ

gλ

(
ab†λ + a†bλ

)
+

∑
λ

ωλb
†
λbλ

= Ωa†a+ aB† + a†B +
∑
λ

ωλb
†
λbλ

= Hsys +Hint +Henv , (5.14)

with the bath part of the interaction B =
∑
λ gλbλ. In order to arrive at (5.7),

one has to assume that the bath correlation function is delta-like,

α(t− s) = 〈B(t)B†(s)〉 ≈ γδ(t− s) , (5.15)

where B(t) = eiHenvtBe−iHenvt =
∑
λ gλbλe

−iωλt. With our choice of the initial
condition as before, i.e. assuming the special coherent state |z〉 as system part,

|Ψ0〉 = |z〉︸︷︷︸
sys

|0〉|0〉|0〉|0〉 · · ·︸ ︷︷ ︸
env

, (5.16)

the total Schrödinger equation i�∂tΨt = HtotΨt has a product state solution

|Ψt〉 = |z(t)〉|β1(t)〉 · · · |βλ(t)〉 · · · , (5.17)

where all states are coherent states of the oscillators.
Remarkably, (5.17) represents a particular solution of Schrödinger’s equation

without entanglement between system and environment, for all times. Here, as
before, z(t) = e(−iΩ−γ/2)tz(0), and

βλ(t) = −igλ

t∫
0

ds e−iωλ(t−s)z(s) = −iz(0)gλ

t∫
0

ds e−iωλ(t−s)−iΩs−γs/2 . (5.18)

The second expression highlights how the motion of the environmental oscillators
depends on the initial state |z(0)〉 of the central oscillator.
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Linearity demands that an initial superposition of coherent states,

|Ψ0〉 =
1√
2
(|z1〉+ |z2〉)

︸ ︷︷ ︸
sys

· |0〉|0〉|0〉|0〉 · · ·︸ ︷︷ ︸
env

, (5.19)

evolves into an entangled state,

|Ψt〉 =
1√
2
|z1(t)〉|β1

λ(t)〉 · · · (5.20)

+
1√
2
|z2(t)〉|β2

λ(t)〉 · · · .

We conclude that some initial states of the open system lead to entanglement
between system and environment, while some (very special ones) do not. This
observation leads to the notion of robust (or preferred) states of the open system:
robust states are those system states that lead to little (or no) entanglement.

From the total state (5.20) we may determine the reduced density operator,

ρred(t) =
1
2
|z1(t)〉〈z1(t)|+ 1

2
|z2(t)〉〈z2(t)|+ 1

2
〈β2(t)|β1(t)︸ ︷︷ ︸

f(t)

〉|z1(t)〉〈z2(t)|

+
1
2
〈β1(t)|β2(t)〉|z2(t)〉〈z1(t)| , (5.21)

which allows to identify the coefficient f(t) in (5.8) as the overlap of the cor-
responding environmental states |β1

λ(t)〉 and |β2
λ(t)〉. As they evolve differently

according to (5.18) (since |z1(0) − z2(0)| 	 1), the overlap f(t) = 〈β2(t)|β1(t)〉
approaches zero rapidly and the coherences in the reduced density operator dis-
appear. We see that as soon as there is enough information in the environment
to be able to deduce the system state, i.e. 〈β1|β2〉 ≈ 0, the coherence is lost.

A Remark on Robust States. The damped harmonic oscillator model singles out
coherent states |z(t)〉 of the system because the total state |Ψt〉 = |z(t)〉|β(t)〉
remains a product state under time evolution. The amplitude evolves accord-
ing to the classical expectation, z(t) = e(−iΩ−γ/2)tz(0). Interestingly, there is a
closed evolution equation for the system state |z(t)〉 = e− 1

2 |z(t)|2+z(t)a† |0〉. With
|z|2(t) = e−γt|z|2(0), we get ∂t|z|2 = −γ|z|2 and

∂t|z(t)〉 =
(
−iΩ − γ

2

)
a† z(t)︸︷︷︸

a

|z(t)〉+ γ

2
|z(t)|2︸ ︷︷ ︸

〈z(t)|a†a|z(t)〉

|z(t)〉. (5.22)

Apparently, these particular states |ψt〉 = |z(t)〉 are solutions of a nonlinear
Schrödinger equation (see also Sect. 5.3).

∂t|ψt〉 = −iΩa†a|ψt〉 − γ

2
(
a†a− 〈a†a〉) |ψt〉, (5.23)



206 Walter T. Strunz

where 〈a†a〉 = 〈ψt|a†a|ψt〉. Not surprisingly, robust states satisfy a nonlinear
evolution equation since, as we have seen, an initial superposition of robust
states leads to entanglement and can thus no longer be a robust state.

The question arises why in this case coherent states |z〉 are robust. Clearly,
“robustness” of states depends on system Hamiltonian Hsys and coupling Hint to
the environment. Being a model of linearly coupled harmonic oscillators, coherent
states are singled out.

Dephasing. As a second simple example consider a quantum system with
Hamiltonian Hsys that is coupled to the environment through its energy Hsys.
Then the system energy is a conserved quantity, and there is no dissipation,
i.e. no energy lost to the environment. Nevertheless, phase coherences between
different energy eigenstates are destroyed. The total Hamiltonian of system and
environment reads

Htot = Hsys +Hsys

∑
λ

gλ

(
bλ + b†λ

)
+

∑
λ

ωλb
†
λbλ . (5.24)

We may either determine the total state as in the first example, or derive a
master equation for the evolution of the reduced density operator using standard
methods (ie, the Markov approximation, see Chapt. 2). One arrives at

∂tρ = − i
�

[
H, ρ

]
− κ

[
H, [H, ρ]

]
. (5.25)

With Hsys|φn〉 = En|φn〉, energy eigenstates of the system Hamiltonian will turn
out to be robust here: if ρ0 = |φn〉〈φn|, then [Hsys, ρ0] = 0 and ρt = ρ0 = |φn〉〈φn|
for all times. The energy eigenstates remain pure for all times, these states do
not lead to entanglement between system and environment. Thus eigenstates
|φn〉 of Hsys are robust. In general, we can write ρ0 =

∑
nm ρnm|φn〉〈φm|, and

find
ρt =

∑
nm

ρnme−κ(En−Em)2t/� e−i(En−Em)t |φn〉〈φm| . (5.26)

As in the first example of the damped cavity mode, coherences between robust
states are lost: |ρnm(t)| = |〈φn|ρ(t)|φm〉| = e−κ(En−Em)2t → 0 rapidly, if D2 =
(En−Em)2 	 1. Again, the decoherence time scale is proportional to the square
of a “distance”D = |En−Em| between the superposed robust states. The further
they are apart with respect to this distance, the more rapidly their coherence
is lost, just as in the case of the damped harmonic oscillator. Here, however,
due to the difference in the coupling between system and environment, energy
eigenstates rather than coherent states are singled out to be robust.

5.1.3 First Conclusions

In general, open quantum system dynamics leads to ever growing entanglement
between “system” and “environment”. However, there may be very particular
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system states |ψi〉, such that upon time evolution, there is only little (or no) en-
tanglement between “system” and “environment”. These states are singled out
and called robust (or preferred) states of the open system. They are determined
through the system part in the interaction Hamiltonian and the system Hamil-
tonian: In the case of an interaction coupling to energy Hsys, energy eigenstates
were robust. In the case of the damped harmonic oscillator with coupling to
annihilation and creation operators a, a† and Hsys = Ωa†a, coherent states were
identified to be robust. Superpositions |ψ〉 =

(|ψ1〉 + |ψ2〉
)
/
√

2 of such robust
states decay towards the mixture ρ = 1

2 |ψ1〉〈ψ1| + 1
2 |ψ2〉〈ψ2| on a decoherence

time scale that it proportional to an inverse “distance” squared. The decoher-
ence time can be very, very, very short for macroscopic distance D (see Sect.
5.2), since D is measured with respect to a quantum reference scale. For macro-
scopic D, such decoherence appears instantaneous. For the damped harmonic
oscillator, we saw that decoherence rate

relaxation rate ∼ D2. An arbitrary initial state ρ0, after
the decoherence time scale, will be given by a mixture of these robust states:
ρ(t) ≈∑

i pi|ψi(t)〉〈ψi(t)|, with time independent probabilities pi.

5.1.4 Decoherence and the “Measurement Problem”

Decoherence is often employed to explain the absence of pointer superpositions
in a quantum measurement. Assume an initial product state of the system to be
measured in state ψn and the pointer of the apparatus in its ground state φ0,

Ψ0 = |ψn〉 |φ0〉. (5.27)

A measurement apparatus should be such that upon time evolution,

Ψt = |ψn〉 |φn〉, (5.28)

meaning that the state of the system is unchanged, yet the pointer now points
to result “n”, i.e. is in state |φn〉.

Linearity demands that if the system is initially in a superposition of mi-
crostates,

Ψ0 =

(∑
n

an|ψn〉
)
|φ0〉, (5.29)

time evolution leads to
Ψt =

∑
an|ψn〉|φn〉, (5.30)

i.e. a coherent superposition involving different pointer states.
According to the standard measurement formulation, von Neumann collapse

demands that in fact, after the measurement, the state of the system and the
apparatus is described by the mixture of the measurement outcomes |φn〉〈φn|,
each correlated with the appropriate system state |ψn〉〈ψn|, i.e.

ρt =
∑
n

|an|2|ψn〉〈ψn| ⊗ |φn〉〈φn| �= |Ψt〉〈Ψt| , (5.31)
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This is clearly different from the coherent superposition Ψt.
The transition from the superposition Ψt to the mixture ρt can be explained

with decoherence. A pointer of a measurement apparatus is a macroscopic degree
of freedom, thus unavoidably coupled to a many degree of freedom environment,
initially in state |E0〉. The total state of system, pointer and environment is
therefore

Ψ̃0 =

(∑
n

an|ψn〉
)
|φ0〉|E0〉 (5.32)

and evolves into
Ψ̃t =

∑
n

an|ψn〉|φn〉|En〉, (5.33)

Now if 〈En|Em〉 = δnm (which will be the case whenever pointer states are
robust), the reduced density operator of system and pointer is

ρSP = trenv

(
|Ψt〉〈Ψt|

)
=

∑
n

|an|2|ψn〉〈ψn| ⊗ |φn〉〈φn| , (5.34)

which is the expected mixture of pointer states. Thus, for the system–apparatus–
subsystem, decoherence has the same effect as the “collapse postulate” of text-
book quantum measurement theory. The term “collapse” is indeed justified,
since the transition from the coherent superposition to the mixture is instanta-
neous for a macroscopic distance D between robust pointer states (as a result
of Schrödinger’s equation). We emphasize, however, that the mixture ρSP arises
from a reduction of the possible observations. The total state Ψ still contains the
full coherences, whereas the measurement mixture (5.31) is supposed to describe
genuine alternatives. Sometimes this latter is called a “real” mixture, while ρSP
is referred to as an “apparent” mixture. Physically, as long as observations are
restricted to system and apparatus, these mixtures cannot be distinguished, of
course. Within the framework of the linear Schrödinger theory alone, which is
the basis for environment-induced decoherence discussed here, individual, alter-
native outcomes in measurement situations cannot be obtained dynamically, and
there remains room for heated debates. This situation has caused experimenters
to investigate decoherence in measurement-type situations in detail, as will be
explained next.

5.1.5 The Paris and Boulder Experiments

The first experiment to investigate decoherence dynamics in a very controlled
way has been performed by Haroche’s group at the ENS in Paris [8], in an article
entitled “Observing the progressive decoherence of the ‘Meter’ in a Quantum
measurement”. They prepared a coherent initial state |z〉 of an electromagnetic
field mode inside a microwave cavity and sent single Rydberg atoms through the
cavity in order to manipulate the field state inside. The cavity mirrors are not
perfect and thus the dynamics of the field mode is nothing but a realization of
the damped harmonic oscillator discussed earlier.
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Two Rydberg levels (|g〉, |e〉) of the atoms are relevant. The interaction be-
tween atoms and field mode is made purely dispersive such that upon passing
the cavity, the atomic state does not change, yet the field is rotated by an angle
±φ, depending on the state of the atom:

|e〉|z〉 −→ |e〉|zeiφ〉| ,
|g〉|z〉 −→ |g〉|ze−iφ〉. (5.35)

The angle φ = Ω2ti/δ is determined through the Rabi frequency Ω, the detuning
δ between cavity frequency and transition frequency between |g〉 and |e〉 and the
interaction time ti, which can be adjusted through the velocity of the atoms.
Before and after the atoms pass the cavity, they may interact with a π/2 pulse
such that superpositions of the two atomic states may be produced: |e〉 −→
(|g〉+ |e〉)/√2, or |g〉 −→ (|g〉 − |e〉)/√2.

The experiment first produces a coherent superposition of two coherent states
of the field. For that, an atom is subjected to a π/2 pulse (R1), sent through
the cavity (C), subjected to the second π/2 pulse (R2), and finally detected in
the ground state |g〉, in half of the cases. The state of atom and field is thus
transformed according to

|e〉|z〉 R1
→

1√
2

(
|g〉+ |e〉

)
|z〉

C
→

1√
2

(|g〉|ze−iφ〉+ |e〉|zeiφ〉) (5.36)

R2
→

1
2
|e〉 (|zeiφ〉 − |ze−iφ〉) +

1
2
|g〉 (|zeiφ〉+ |ze−iφ〉) .

After detection of the atom in state “g”, we know that the field is indeed in a
“cat state” superposition of two coherent states, ψfield =

(|zeiφ〉+ |ze−iφ〉) /√2.
with distance

D = |z1 − z2| = 2
√
n̄ sin

(
Ω2ti
δ

)
, (5.37)

where n̄ is the mean initial photon number of the field state |z〉.
Now that such a superposition is created, it will decohere on a time scale

τdec = γ−1D−2, i.e. the more rapid, the largerD. This has indeed been confirmed
experimentally by sending a second atom through the cavity after a controllable
time delay τ and going through a similar sequence of manipulations as for the
first atom. Measuring the difference between conditional detection probabilities
in the |g〉 and |e〉 states as a function of the time delay τ between the two atoms,
it it possible to monitor the decay of the coherence between the two superposed
field states and its dependence on the size of the superposition D.

More recently, using an ion in a trap (i.e a material oscillator), and the
role of the decohering environment played by fluctuating classical fields, related
experiments have been performed in D. Wineland’s group in Boulder [9]. They
were not only able to observe decoherence between coherent states of a damped
harmonic oscillator as in Paris, but in a further part of their experiment they
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managed to couple the ion’s state in the trap to its energy, such that energy
eigenstates rather than coherent states turn robust. In this way they were indeed
able to confirm the quadratic dependence of the decoherence time scale on the
“distance” D, which was either a phase space distance for a damped oscillator,
or the energy difference for the coupling to the ion’s energy.

5.2 Decoherence in Quantum Brownian Motion

The archetype of an open system is a Brownian particle suspended in some en-
vironment at temperature T . Classically, we can observe the erratic trajectory
of such a Brownian particle. Quantum mechanically, such a classical trajectory
of a particle ought to be some (semi-)classical limit of the dynamics of a local-
ized wave packet. As we have seen, it is the type of interaction between system
and environment that determines the nature of robust open system states. For
the damped oscillator, indeed, localized wave packets, i.e. “classical” states were
robust. Similar findings will be made here in the general framework of Quantum
Brownian motion. For that we have to identify the robust states of a quantum
Brownian particle, i.e. those system states that lead to little (or no) entanglement
with the environment. As the interaction of a Brownian particle with its environ-
ment depends on position, it comes as no surprise that coherent superpositions
of states with largely different positions will decohere rapidly. Localization in
position space (a “classical” property) thus follows from robustness and a po-
sition dependent interaction between the particle and its environment. This is
how decoherence may explain why macroscopic objects appear localized.

5.2.1 Classical Brownian Motion

Langevin vs. Fokker–Planck Equation. Before discussing the quantum ver-
sion, let us briefly recall the classical theory of Brownian motion. Newton’s equa-
tion of motion of a Brownian particle subjected to an external force (−V ′(q))
and friction reads

mq̈ +mγq̇ + V ′(q) = F (t) (5.38)

with γ a friction or relaxation rate, and F (t) a force due to thermal fluctuations
with statistics

M
[
F (t)

]
= 0 ,

M
[
F (t)F (s)

]
= 2mγkBTδ(t− s) . (5.39)

We use the notationM[
. . .

]
to denote such classical ensemble means in order to

clearly distinguish those from quantum expectation values, denoted by angular
brackets, 〈. . .〉. We may transform this stochastic equation of motion (Langevin
equation) to phase space equations. If we denote the Hamiltonian of the isolated
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particle with H = p2/2m + V (q), we find the Brownian dynamics expressed in
(q, p):

q̇ =
∂H

∂p
,

ṗ = −∂H
∂q
− γp+ F (t) . (5.40)

Instead of individual particles following stochastic trajectories, we may look
at an ensemble of Brownian particles with phase space probability distribution:
ρ(q, p, t). Its time evolution is governed by the Fokker–Planck equation:

∂tρ = {H, ρ}+ γ
∂

∂p
(pρ) +mγkBT

∂2

∂p2 ρ . (5.41)

Both descriptions, the stochastic trajectories and the ensemble evolution are
equivalent in the sense that the latter may be recovered from the former as the
ensemble mean ρ(q, p, t) = M [δ(q − qt)δ(p− pt)] over stochastic trajectories
(qt, pt). The fluctuation-dissipation relation (see p. 48) ensures that the thermal
state ρ � e−H(q,p)/kBT is a stationary solution of (5.41), as is easily verified. The
quantization of such dissipative dynamics may be based on a microscopic model
for system and environment, as developed next.

Microscopic Model. The classical dynamics of the Brownian particle may be
derived from a closed model of “system” and “environment”. Let the “system”
coordinates and momenta be denoted by (q, p) and, accordingly, the “environ-
ment” canonical pairs be (qλ, pλ) with λ = 1, 2, 3 · · · ,∞.
As the “system” Hamiltonian we choose H(q, p) = p2/2m+ V (q). The environ-
ment is modeled by a collection of harmonic oscillators, coupled bilinearly to the
system through their positions (see Chap. 1 for details). The full microscopic
model thus reads

Htot(q, ρ, qλ, ρλ) = H(q, p) +
∑
λ

{
p2
λ

2mλ
+

1
2
mλω

2
λ

(
qλ − gλ

mλω2
λ

q

)2 }

= H̃(q, p)

︸ ︷︷ ︸
Hsys

+ q
∑
λ

gλqλ

︸ ︷︷ ︸
Hint

+
∑
λ

p2
λ

2mλ
+

1
2
mλω

2
λq

2
λ

︸ ︷︷ ︸
Henv

. (5.42)

We have introduced an effective H̃(q, p) to be able to write the total Hamiltonian
in standard form. The analytical solution of the classical Hamiltonian equation
of motion for the environmental degrees may be employed to express the system
dynamics in the form

mq̈s +

t∫
0

ds κ(t− s) q̇s + V ′(q) = F (t) + transient term . (5.43)
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Here,

κ(t− s) =
∑
λ

g2
λ

mλω2
λ

cosωλ(t− s) (5.44)

denotes the classical damping kernel (cf. (1.127)) and the right hand-side of the
equation reads

F (t) ≡
∑
λ

gλ

(
qλ(0) cosωλt+

pλ(0)
mλωλ

sinωλt
)
. (5.45)

Assuming a thermal initial distribution � e−Hλ(q,p)/kBT of initial conditions
(qλ(0), pλ(0)), F (t) plays the role of a stochastic force with

M
[
F (t)

]
= 0 and M

[
F (t)F (s)

]
= kBTκ(t− s) , (5.46)

see the discussion in Sect. 1.3.2. Apparently, we recover the desired Brownian
Langevin equation from the microscopic model if the damping kernel is replaced
by κ(t − s) = 2mγδ(t − s) (ohmic damping). Having a model of system and
environment at hand, it is now straightforward to quantize Brownian motion
[10].

5.2.2 High Temperature Limit

For the quantized Brownian motion with Htot from the last section we solve
von Neumann’s equation for the total density operator with an initial total state
ρtot(0) = ρsys(0)⊗ ρthermal. As shown in Chapt. 1 the propagator of the reduced
density operator

ρred(x, x′, t) =
∫

dx0

∫
dx′

0 J(x, x′, t;x0, x
′
0, 0)ρred(x0, x

′
0, 0) (5.47)

can be written as double path integral

J =

(x,t)∫
(x0,0)

D[q]

(x′,t)∫
(x′

0,0)

D[q′]ei(S[q]−S[q′])/�F [q, q′] (5.48)

with the Feynman-Vernon influence functional

F [q, q′] = exp
(
− 1

�2

t∫
0

ds

s∫
0

dτ(qs − q′
s) (α(s− τ)qτ − α∗(s− τ)q′

τ )
)
. (5.49)

Here the thermal quantum correlation function is

α(t− s) =
〈
F̂ (t)F̂ (s)

〉
(5.50)

= �

∑
λ

g2
λ

2mλωλ

[
coth

(
�ωλ
2kBT

)
cosωλ(t− s)− i sinωλ(t− s)

]
,
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see (1.135). In all generality, the non-Markovian nature of the dynamics, visible
through the memory integrals in the influence functional, prevents us from de-
riving a time-local, simple master equation for the reduced density operator. We
therefore concentrate on the high-temperature case.

Master Equation for ρ(x, x′, t). In the high temperature limit, kBT 	 �Λ,
where Λ is a high frequency cutoff for the environmental oscillators (ωλ < Λ), we
may use coth(x) ∼ 1/x+O(x) for x→ 0 and get the high temperature quantum
correlation function

α(t− s) = kBT
∑
λ

g2
λ

mλω2
λ

cosωλ(t− s)− i�
2

∑
λ

g2
λ

mλωλ
sinωλ(t− s) . (5.51)

Employing the damping kernel κ(t − s) of the classical Brownian motion, the
quantum correlation function may be expressed in the form

α(t− s) = kBTκ(t− s) +
i�
2
∂tκ(t− s) (5.52)

valid at high temperature, kBT 	 �Λ. We had to choose κ(t− s) = 2mγδ(t− s)
(ohmic damping) in order to describe standard classical Brownian motion. In
the quantum case that choice leads to the influence functional

F [q, q′] = exp
(
− mγkBT

�2

t∫
0

(
q(s)− q′(s)

)2ds
)

× exp
(
− imγ

2�

t∫
0

(
q(s)− q′(s)

)(
q̇(s) + q̇′(s)

)
ds

)
. (5.53)

Now the overall action in the path integral for the density operator propa-
gator is time-local and the corresponding evolution equation for ρ(x, x′, t) takes
the form

∂tρ(x, x′, t) =
1
i�

(
− �

2

2m

( ∂2

∂x2 −
∂2

∂x′2

)
+

(
V (x)− V (x′)

))
ρ(x, x′, t) (5.54)

−γ
2
(x− x′)

( ∂

∂x
− ∂

∂x′

)
ρ(x, x′)− mγkBT

�2 (x− x′)2ρ(x, x′, t) ,

the high-temperature master equation for Quantum Brownian motion.

Operator- and Wigner Representation. With the standard operator re-
placement (−i�∂x → p̂) and noting that λ2

dB = �
2/mkBT is the thermal de

Broglie wave length, the above result may be written independently of the rep-
resentation as

∂tρ =
1
i�

[
H, ρ

]
− iγ

2�

[
q, {p, ρ}

]
− γ

λ2
dB

[
q, [q, ρ]

]
. (5.55)
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Alternatively, expressed in terms of the Wigner function (5.11) we find

∂tW = {H,W}Moyal + γ
∂

∂p
(pW ) +mγkBT

∂2

∂p2W (5.56)

Here, {H,W}Moyal is the Moyal bracket (Poisson-bracket plus higher order �-
terms):

{H,W}Moyal = {H,W}Poisson − �
2

24
∂3W

∂q3
+

�
4

24 · 5
∂5V

∂q5
∂5W

∂p5 + · · · . (5.57)

We see that the terms arising from the coupling to the environment in this
quantum master equation are identical to those in the classical Fokker–Planck
equation for a phase space density ρ(q, p). In particular, the term

[
q, {p, ρ}]

describes damping, whereas the double commutator term [q, [q, ρ]] describes dif-
fusion in the classical case.

5.2.3 Decoherence

The crucial term for decoherence is the double commutator term. Let us, for
simplicity, forget the remaining terms for a moment and write

∂tρ = − γ

λ2
dB

[q, [q, ρ]]. (5.58)

In position representation we get

∂tρ(x, x′, t) = −γ (x− x′)2

λ2
dB

ρ(x, x′, t) , (5.59)

and thus

ρ(x, x′, t) = exp
(
−γ (x− x′)2

λ2
dB

t

)
ρ(x, x′, 0)

= e−γtD2
ρ(x, x′, 0) . (5.60)

Here

D =
|x− x′|
λdB

(5.61)

is the distance in position expressed in terms of the quantum reference length
λdB = (�2/mkBT )1/2. For macroscopic values of |x − x′|, D may assume huge
values due to the appearance of Planck’s constant in λdB. As an example, at
T = 300 K and with m = 1 g, we find λdB = 10−22 m and hence for a separation
of δx = 1 cm the incredible D = 1020. Remarkably, even without noticeable re-
laxation (take, for instance γ = (age of universe)−1 ≈ 10−17sec−1), decoherence
has been effective after a time

τdec =
1

γD2 =
1017

1040 sec = 10−23 sec . (5.62)
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After this very short amount of time, coherences between |x〉 and |x+ 1 cm〉 are
lost, yet no relaxation of quantities with a classical limit has taken place.

In a phase space representation the crucial double commutator term in the
master equation is the “diffusion” term: mγkBT

∂2

∂p2W . Applied to a classical
probability distribution, it describes diffusion, and thus no spectacular time
scales occur. If applied to a quantum Wigner function, however, as may happen
for the quantum Brownian motion master equation, it can have dramatic effects
as we will explain next:

Consider the case of a superposition of two coherent states with distance δx,
(| − δx/2〉+ |δx/2〉) /√2. We saw earlier that the corresponding Wigner function
consists of three terms

W (q, p) =
1
2
(W− +W+) +W+− (5.63)

with the coherences leading to the cross term

W+−(q, p) =
1
π
Ws cos

(
δx p

�

)
, (5.64)

which takes on both, positive and negative values. The effect of the “diffusion”
operator on such a non-classical phase space function is

mγkT
∂2

∂p2W+−(q, p) ≈ −γ
(
δx

λdB

)2

W+−(q, p) = −γD2W+−(q, p) , (5.65)

and therefore
W+−(q, p, t) ∼ e−γD2tW+−(q, p, 0) . (5.66)

Thus, decoherence manifests itself in the rapid destruction of oscillatory (neg-
ative) regions of the Wigner function on the fast decoherence time scale. After
decoherence, the Wigner function resembles a classical phase space distribution,
with phase space structures involving Planck’s constant being leveled out. The
quantum evolution may then be approximated by the classical Fokker–Planck
evolution for a phase space density ρ(q, p), see also [11].

In the discussion of this section we neglected completely the effect of the
Hamiltonian and the damping term and only investigated the effect of the de-
cohering, diffusive term. In the general Brownian motion case, there will be a
competition between these influences. For large separations |x − x′|, however,
decoherence will be the most important mechanism for short times.

As soon as the ensemble evolution may be approximated by the classical
Fokker–Planck evolution, we know that we could equally well use an ensemble
of classical trajectories, following the stochastic Langevin equation. We may
therefore hope that starting from the quantized version of Brownian motion, after
decoherence has been effective, the reduced density operator may be expressed
as an ensemble of robust wave packets ψi(t) following the classical Langevin
trajectories, ρt ≈

∑
i pi|ψi(t)〉〈ψi(t)|, with time independent probabilities pi. It

is in fact possible to construct such an ensemble ψi(t), employing a stochastic
Schrödinger equation, as we will explain soon. Before doing so, however, we want
to state general criteria how to identify robust states.
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5.3 Robust States

Robust states of an open system are those system states leading to “little” (or
ideally no) entanglement with the environment. In this section this statement is
formulated in a more quantitative way, enabling us to find a criterion to identify
robust states. Here, we follow closely the ideas developed in [12,13]. One fairly
obvious approach is based on entropy: robust states remain (approximately) pure
under time evolution of system and environment and thus entropy production
in the open system is small (this entropy criterion to identify robust states has
been termed “predictability sieve” by Zurek [5]).

Motivated by an earlier example, we here follow a somewhat different line of
reasoning, eventually leading to similar results. We saw above in Sect. 5.1.2 that
for the case of a damped cavity field mode with master equation

∂tρ = −i[Ωa†a, ρ] +
γ

2

(
[a, ρa†] + [aρ, a†]

)
, (5.67)

we were able to find pure coherent state solutions

ρt = |z(t)〉〈z(t)| with z(t) = e−(iΩ+ γ
2 )tz(0) . (5.68)

through an educated guess. These states remain pure and thus no entropy is
produced in the open system – these states are robust. We were also able to
identify an evolution equation for those robust states. Time derivation leads to
a nonlinear evolution equation for |ψt〉 = |z(t)〉:

∂t|ψt〉 = −iΩa†a|ψt〉 − γ

2

(
a†a− 〈ψt|a†a|ψt〉

)
|ψt〉. (5.69)

While the total product state of system and environment, |Ψt〉 = |ψt〉|βt〉 is a
solution of the linear Schrödinger equation, (5.69) is a nonlinear, closed evolution
equation for the system part |ψt〉 of this product state.

Clearly, we expect an evolution equation for robust states to be nonlinear: as
we saw earlier, almost by definition, a superposition of different robust states is
no longer robust. In general, an open system will not allow exact robust states
as in the simple example of a damped light mode above, where coherent states
remain pure for all times. We expect, however, to find approximately robust
states, i.e. states that remain close to being pure under time evolution. The next
section helps to find them for a large class of open systems.

5.3.1 Robustness in Terms of Hilbert–Schmidt Norm

Imagine we have an evolution equation ∂tρ = L[ρt] for the reduced density
operator of the open system. Here we show how to identify robust states and,
closely related, how we can find an evolution equation for robust states.

Suppose that at some time t the state of the open system is given by a robust
pure state Pt = |ψt〉〈ψt|. After a short time δt, the dynamics of the open system
will in general move such a pure system state away from the set of pure states
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to ρt+δt = Pt + L[Pt]δt. We try to find the pure state Pt+δt = Pt + δPt that
approximates the true mixed state ρt+δt as closely as possible. If it happened
that δPt = L[Pt]δt, the pure Pt is obviously robust.

We use the Hilbert–Schmidt norm to measure the deviation

|δPt − L[Pt]δt|2 ≡ tr
((
δPt − L[Pt]δt

)†(
δPt − L[Pt]δt

))
(5.70)

between a propagated pure state Pt+δt = Pt + δPt and the true mixed ρt+δt =
Pt + L[Pt]δt. The requirement that this distance should be minimal defines the
new pure state Pt+δt, and thus an evolution equation for robust states ψt. Clearly,
if Pt is exactly robust, this construction identifies pure state solutions of the
master equation.

Let us find δPt from the condition of minimal deviation in the sense of the
Hilbert–Schmidt norm. Since Pt+δt = Pt + δPt is pure, i.e.

(i) Pt+δt = P †
t+δt ,

(ii) P 2
t+δt = Pt+δt , (5.71)

we see that

(i’) δPt = δPt
† ,

(ii’) Pt δPt + δPtPt = δPt . (5.72)

From these conditions one easily concludes that there are Hermitian operators
X̃, Ỹ , such that δPt =

[
Pt, [Pt, X̃]

]
δt − i[Ỹ , Pt]δt. With the Hermitian X =

X̃ − i[Ỹ , Pt] we find that there must be a Hermitian operator X such that the
time evolution of the pure state projectors Pt may be written in the form

δPt =
[
Pt, [Pt, X]

]
δt. (5.73)

It is easily verified that with this expression, indeed, δP = δP † and

Pt δPt + δPt Pt =
(
PtX + PtXPt − 2PtXPt + PtXPt +XPt − 2PtXPt

)
δt

=
(
PtX +XPt − 2PtXPt

)
δt

= δPt , (5.74)

so that evolution according to (5.73) indeed satisfies (5.72). What remains is the
determination of the operator X in (5.73). For brevity, we write L[Pt] = Z for
the generator of the master equation evolution, drop the time argument for the
same reason and try to find that operator X that corresponds to the minimum
of tr

(
(Z − [

P, [P,X]
]
)2
)
. Simple algebra shows that
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tr
((

Z −
[
P, [P,X]

])2 )
= tr

(
Z2−2Z (PX−2PXP+PX)

+ (PX − 2PXP+XP ) (PX−2PXP+XP )︸ ︷︷ ︸
2PX2−2PXPX

)

= tr
(
Z2−2

(
Z2P−(ZP )2

)
︸ ︷︷ ︸

independent of X

+2
(
(Z −X)2P−[(Z −X)P ]2

)
︸ ︷︷ ︸

〈((Z−X)−〈Z−X〉)2〉

)
. (5.75)

We see that the norm is minimal for those operators X that satisfy (Z−X)Pt =
(L[Pt]−X)Pt = const · Pt. Therefore

δPt =
[
Pt,

[
Pt,L[Pt]

]]
δt, (5.76)

or

∂tPt = PtL+ LPt − 2PtLPt =
(
L − PtL

)
Pt + Pt

(
L − LPt

)
. (5.77)

In terms of the pure state |ψt〉 with Pt = |ψt〉〈ψt| and with L ≡ L[|ψt〉〈ψt|] we
find the evolution equation for Hilbert–Schmidt–robust states:

∂t|ψt〉 =
(
L − 〈ψt|L|ψt〉

)
|ψt〉. (5.78)

As expected, this is a non-linear evolution equation for robust states ψt.

5.3.2 Example: Lindblad Master Equation

The general Lindblad master equation is the most relevant example of this class
of evolution equations:

∂tρ = − i
�
[H, ρ] +

1
2

(
[Lρ,L†] + [L, ρL†]

)

= − i
�

(
Hρ− ρH

)
+ LρL† − 1

2
L†Lρ− 1

2
ρL†L ≡ L[ρ]. (5.79)

The corresponding evolution equation for Hilbert–Schmidt–robust states reads

∂t|ψ〉 =
({
− i

�
H|ψ〉〈ψ|+ i

�
|ψ〉〈ψ|H + L|ψ〉〈ψ|〈L† − 1

2
L†L|ψ〉〈ψ|

−1
2
|ψ〉〈ψ|L†L

}
− 〈ψ|{}|ψ〉

)
|ψ〉

=
(
− i

�
H +

i
�
〈H〉+ 〈L†〉L− 1

2
L†L− 1

2
〈L†L〉 − 〈L†〉〈L〉

+
1
2
〈L†L〉+ 1

2
〈L†L〉

)
|ψ〉. (5.80)
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Dropping the irrelevant phase arising from the expectation value of the Hamil-
tonian, (5.80) may be simplified to

∂t|ψt〉 = − i
�
H|ψt〉 − 1

2

(
L†L− 〈L†L〉 − 2〈L†〉

(
L− 〈L〉

))
|ψt〉. (5.81)

This nonlinear evolution equation turns out to be of central importance for the
propagation of robust states. We turn to two simple examples.

Damped Electromagnetic Field Mode. Our first example is the evolution
equation of the damped harmonic oscillator of Lindblad type with L =

√
γa and

H = �Ωa†a. For this case, the general evolution equation (5.81) for robust states
takes the form

∂t|ψt〉 = −iΩa†a|ψt〉 − γ

2

(
a†a− 〈a†a〉 − 2〈a†〉(a− 〈a〉)︸ ︷︷ ︸

= 0 for coherent states

)
|ψt〉. (5.82)

We see that (5.82) preserves coherent states for which the last term in the bracket
is equal to zero. Nicely, we confirm the nonlinear evolution equation (5.23) for
the coherent state solutions of the master equation mentioned earlier. Thus,
the general Hilbert–Schmidt criterion for robust state dynamics recovers the
coherent states |z(t)〉 we found earlier by an educated guess.

5.3.3 Quantum Brownian Motion (Simplified)

In a simplified version of Brownian motion one sometimes neglects the damping
term and only retains diffusion. Then, the high temperature quantum Brownian
motion master equation takes the Lindblad form

∂tρ = − i
�

[H, ρ]− γ

λ2
dB

[
q, [q, ρ]

]
. (5.83)

The corresponding evolution equation (5.81) for robust states reads

∂tψt = − i
�
Hψt − γ

λ2
dB

(
(q − 〈q〉)2 −

〈
(q − 〈q〉)2

〉)
ψt . (5.84)

Without system Hamiltonian H, robust states would clearly be position eigen-
states |q〉. As we will see soon, the nonlinear term tends to localize an arbitrary
wave packet to such position eigenstates.

Taking into account the system dynamics through the Hamiltonian H, how-
ever, leads to a competition between unitary evolution (spreading of wave pack-
ets) and this localization, resulting in robust wave packets with a specific width.

Consider, for simplicity, the case of a free Brownian particle withH = p2/2m.
The pure state evolution optimally mimicking the true density operator evolution
according to our Hilbert–Schmidt criterion (5.81) is

∂tψt = − i
�

p2

2m
ψt − γ

λ2
dB

[
(q − 〈q〉)2 −

〈
(q − 〈q〉)2

〉 ]
ψt. (5.85)
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As in the case of the damped harmonic oscillator we try to find stable Gaus-
sian wave packet solutions of this nonlinear evolution equation. In position repre-
sentation, the evolution of Hilbert–Schmidt robust states for Quantum Brownian
motion reads

∂tψ(x, t) =
1
i�

(
− �

2

2m
∂2

∂x2

)
ψ(x, t)− γ

λ2
dB

[(
x−〈x〉

)2
−

〈(
x− 〈x〉

)2
〉]

ψ(x, t) .

(5.86)
We can already read off some general properties of this equation. First, it is
nonlinear and norm preserving,

∫
dx|ψ(x, t)|2 = 1. Next, with σ =

√〈(x− 〈x〉)2〉
the spread of the wave packet, we see that for positions x ∈ (〈x〉−σ; 〈x〉+σ) near
the expectation value, (x−〈x〉)2−σ2 < 0 and therefore ψ(x) increases for these
x. In contrast, if x �∈ (〈x〉 − σ; 〈x〉+ σ

)
, i.e. for those positions x far away from

〈x〉, (x − 〈x〉)2 − σ2 > 0, and ψ(x) decreases. Thus, the time evolution due to
the nonlinear term tends to localize wave packets in position space. The kinetic
energy, on the other hand, tends to increase the spread of the wave packet.
There are indeed soliton-like Gaussian solutions that are effected equally by the
localizing influence of the nonlinear and the dispersing influence of the kinetic
term, such that they preserve their shape for all times. We make the ansatz

ψ(x, t) =
(
CR
2�

)1/4

exp
(
− C(x− x̄t)2

4
+

ip̄(x− x̄t)
�

+ iφt

)
(5.87)

with x̄t = x̄0 + p̄t/m. It turns out that there is a single value C = CR + iCI =
(1 − i)

(
4mγ/�λ2

dB

)1/2 for which the Gaussian ansatz satisfies equation (5.86).
The corresponding robust width is

σ2
0 ≡

〈
(x− 〈x〉)2〉 =

1
CR

=

√
�λ2

dB

4mγ
= λ2

dB

√
kBT

4�γ

σ0 = λdB

(
kBT

4�γ

)1/4

. (5.88)

We may interprete this σ0 as the scale beyond which no coherences will be
maintained under time evolution - i.e. σ0 is nothing but the coherence length of
the Brownian particle.

As a concrete example, consider again a mass m = 1 g, at T = 300 K, and
γ = (age of universe)−1. We find σ ≈ 10−15 m. These pure Gaussian states of
just this spread σ0 approximate the true time evolution of the master equation
(5.55) well and thus lead to little entanglement between system and environment.
Entropy production is minimal. This may be confirmed by a direct entropy
argument.

5.3.4 Robustness Based on Entropy

There is an obvious approach to robustness based on entropy. This being the
approach most often employed, we devote a section to some results that may be
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found in the literature [1,2,5]. For a given reduced density operator evolution
ρ̇ = L[ρt], robust states are those that remain as pure as possible under time
evolution. A measure for purity is entropy. In the decoherence literature, one
often encounters a simplified measure for purity, sometimes also called “linear
entropy”:

S(t) = tr
(
ρt − ρ2

t

)
. (5.89)

As long as ρt remains pure we have ρ = ρ2, and therefore S(t) = 0 = const for
all times. This pure state describes maximal information about the system. If,
however, ρt becomes mixed, S(t) increases, corresponding to a loss of informa-
tion.

To identify the robust states, consider all possible pure initial states for the
system and compute the linear entropy S(t) associated with the reduced density
matrix after some time t. The robust states are the ones that become only very
little entangled with the environment and thus minimize entropy production.

As an example we consider once again the simplified version of quantum
Brownian motion (i.e. neglecting friction) with

∂tρ =
1
i�

[
H, ρ

]
− γ

λ2
dB

[
q, [q, ρ]

]
. (5.90)

The initial linear entropy production is ∂tS(0) = −2 tr(ρ∂tρ) = 4γ/λ2
dB ×〈

(q − 〈q〉)2
〉

for a pure initial state. Obviously, the smaller the spread in
position, the less the state of the system will be affected by the coupling to the
environment. However, this reasoning applies for very early times only, since the
effect of the system Hamiltonian H has been entirely neglected. For a harmonic
oscillator system, for instance, the role of q and p are exchanged after a quarter
of the period, which is why in the literature time-averaged entropy production
is considered [14].

The linear entropy production is given by

∂tS(t) = −2 tr(ρt∂tρt) =
4γ
λ2

dB

(
ρ2x2 − ρxρx)

≈ 4γ
λ2

dB

〈
(x− 〈x〉)2〉

t

=
4γ
λ2

dB
(∆x)2t . (5.91)

The crucial approximation here is that ρ is still considered approximately pure
which requires very weak coupling.

Consider a harmonic oscillator with H = p2/2m + mω2q2/2. We integrate
entropy production over one period of the oscillation, where the time evolution
is based on Hsys only, again an approximation based on weak coupling. The
entropy produced over a whole period of the oscillator becomes
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S(t) ≈ 4γ
λ2

dB

T∫
0

dt

〈(
(x− 〈x〉) cosωt+

(p− 〈p〉)
mω

sinωt
)2

〉

=
2γ
λ2

dB

(
(∆x)2 +

(∆p)2

m2ω2

)

=
4γ

mω2λ2
dB

(
1
2
mω2(∆x)2 +

∆p2

2m

)
. (5.92)

This expression should be minimized. Employing Heisenberg’s uncertainty rela-
tion ∆x∆p ≥ �/2, we find that the time averaged entropy production is minimal
for coherent states with ∆x∆p = �/2 and (∆x)2 = �/2mω. Thus, for a Brow-
nian particle bound harmonically, the robust states are indeed the minimum
uncertainty coherent states, here derived from the entropy argument.

A free Brownian particle with H = p2/2m is another common example [1].
In order to simplify equations, we introduce a length scale � = (�λ2

dB/mγ)
1/4 =

λdB(kBT/�γ)1/4 =
√

2�HS and a time scale t0 = (mλ2
dB/�γ)

1/2. Here, �HS de-
notes the length obtained from the robustness criterion based on the Hilbert–
Schmidt norm argument.

The quantum Brownian master equation (again without friction), expressed
in these dimensionless units x = q/�, τ = t/t0 reads

∂τρ(x, x′, τ) =
i
2

(
∂2

∂x2 −
∂2

∂x′2

)
ρ(x, x′, τ)− (x− x′)2ρ(x, x′, τ) . (5.93)

The propagator is easily found [1]: G(x, x′, t′, x0, x
′
0, 0) =

1
2πτ

exp
(

i
2τ

[
(x−x0)

2−(x′−x′
0)

2
]
−τ

3

[
(x−x′)2+(x0−x′

0)
2+(x−x′) (x0−x′

0)
])

.

(5.94)
For an initial pure Gaussian,

ρ0(x, x′) =
1√
πb2

e− x2

2b2 · e− x′2
2b2 (5.95)

with width b, we can evaluate the Gaussian integrals and find the density op-
erator explicitely. We are thus in the position to determine the linear entropy:
S = tr(ρ− ρ2) and find [1]

S(b, τ) = 1−
(

3b2

4b2τ4 + 2τ3 + 24b4τ + 3b2

)1/2

. (5.96)

We see that S(b, τ) increases from zero to one for scaled times τ 	 1. For a
“typical” time, τ ≈ 1, it easily shown that S(b, τ) assumes its smallest value for
a scaled size b of the order of one (recall that the length scale was essentially the
coherence length �HS of the Hilbert–Schmidt-robust states). Thus, we do indeed
confirm the predicted minimum (averaged) entropy production for those wave
packets whose width is of the order of �HS = λdB(kBT/4�γ)1/4.
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Thus, robust states determined through linear entropy production confirm
the findings based on the Hilbert–Schmidt-robustness criterion. However, we had
to rely on very simple, soluble models to be able to determine the robust states.
How can we find them in more complicated situations? In particular, in the
Brownian motion case we always expect robust states to be well localized wave
packets when we approach the macroscopic � → 0 limit, irrespectively of any
particular system Hamiltonian H. If we base our investigation on the concept of
Hilbert–Schmidt-robustness we can let the computers do the work and determine
robust states numerically, as will be explained next.

5.3.5 Stochastic Schrödinger Equations and Robust States

Again, for concreteness, we consider an open system whose dynamics is described
by an evolution equation of Lindblad type:

∂tρ = − i
�

[H, ρ] +
1
2

(
[Lρ,L†] + [L, ρL†]

)
. (5.97)

The Hilbert–Schmidt-robustness criterion led to an evolution equation for
pure states mimicking the exact evolution:

∂t|ψt〉 = − i
�
H|ψt〉 − 1

2

(
L†L− 〈L†L〉 − 2〈L†〉

(
L− 〈L〉

))
|ψt〉. (5.98)

Next we add some multiplicative noise (Stratonovich) to this evolution equa-
tion and consider the stochastic Schrödinger quantum state diffusion equation
[12,15]

∂t|ψ〉 = − i
�
H|ψt〉 − 1

2

(
L†L− 〈L†L〉 − 2〈L†〉

(
L− 〈L〉

))
|ψt〉

+
(
L− 〈L〉

)
zt|ψt〉 (5.99)

with a white, complex stochastic process zt, whose correlations are given by

M [zt] = 0 ,
M [ztzs] = 0 ,
M [z∗

t zs] = δ(t− s) . (5.100)

Here we use again M[. . .] to denote the mean over this stochastic process in
order to clearly distinguish such an ensemble mean from quantum expectation
values denoted by angular brackets, 〈. . .〉. The introduction of the noise appears
somewhat ad hoc at this stage but will be motivated below. Using stochastic
calculus, as explained in the next section, it may be shown that for an initial
pure state ρ0 = |ψ0〉〈ψ0| the stochastic terms lead to an astonishing identity
[15],

ρt =M
[
|ψt〉〈ψt|

]
, (5.101)
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which is valid for all times t, with ψt the individual solutions of the quantum state
diffusion equation (5.99). Thus the reduced density operator of the system is
expressed without any approximation as an ensemble of pure states that may be
determined (numerically) for an arbitrary system Hamiltonian H and coupling
operator L to the environment. We thus succeded in writing the reduced density
operator as an ensemble of states ψt (with time independent probabilities) that
will turn out to be robust states for times t 	 tdec, i.e. after decoherence took
place and the fluctuations became small. We see that the stochastic Schrödinger
equation enables us to express ρt dynamically as a mixture of robust states.

Let us discuss this mechanism in more detail for the case of quantum Brown-
ian motion neglecting friction, i.e. with L =

√
γq/λdB and a general Hamiltonian

H = p2/2m+V (q, t). The quantum state diffusion stochastic Schrödinger equa-
tion reads for this case

∂t|ψ〉 = − i
�
H|ψ〉 − γ

λ2
dB

((
q − 〈q〉

)2
−

〈
(q − 〈q〉)2

〉)
|ψ〉

+
√

2γ
λdB

(q − 〈q〉) zt|ψ〉 . (5.102)

A few remarks about this equation are in order. First, we see that the states
remain normalized, 〈ψt|ψt〉 = 1, which is obviously true for the general equation
(5.99). Next, as we saw in the last Section, we know that the deterministic term
arising from the environmental influence tends to localize ψt in position space,
balanced by the spreading influence of the kinetic term in the Hamiltonian. The
new fluctuating term is relevant as long as the state ψt extends over a large region
and leads to localization at a stochastic position 〈q〉 in each run. Once the wave
packet ψ(x, t) has localized to its robust width σHS, i.e. after the decoherence
time t 	 tdec, the fluctuations become negligible and the wave packet follows
closely a classical orbit with localizing influence of the additional deterministic
term and with tiny fluctuations.

The stochastic Schrödinger equation (5.102) describes both: the early de-
coherence towards robust states for t ≤ tdec and the following near-classical
motion of robust states as given by the nonlinear evolution equation (5.81) from
the Hilbert–Schmidt criterion for robustness.

5.3.6 Some Remarks about Stochastic Schrödinger Equations

Stochastic Schrödinger equations were introduced in the beginning of the nineties
independently in various communities, most notably in quantum optics and con-
tinuous quantum measurement circles, see [16,17]. There are several variants,
some involving white noise such as the quantum state diffusion equation men-
tioned above, some driven by discrete, Poisson noise, modeling jump processes
as in photon-counting. Depending on the circumstances and authors who intro-
duced them, several names for stochastic Schrödinger equations are used. Very
often a solution of a stochastic Schrödinger equation is termed “quantum tra-
jectory” in reference to the stochastic classical Langevin equation. Also, the
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terms “wave function Monte-Carlo” or “quantum filtering equation” have been
used or even the simple “quantum stochastic differential equation”. In quan-
tum optics, diffusive type stochastic equations similar to the quantum state
diffusion equation employed here are related to so-called heterodyne (and also
homodyne) detection. We restrict ourselves to the continuous, diffusive equation
(5.99) driven by white noise.

Itô vs Stratonovich Calculus. In stochastic calculus it is important to state
which convention (Stratonovich or Itô) is used. The Stratonovich equation (5.99),
which more formally should be written as

dψ = − i
�
Hψdt− 1

2

(
L†L− 〈L†L〉 − 2〈L†〉 (L− 〈L〉)

)
ψdt+ (L− 〈L〉)ψ ◦ dξ,

(5.103)
where the circle ◦ denotes Stratonovich calculus, may be translated to its Itô-
version through the rule

A ◦ dξ = Adξ +
1
2
dAdξ. (5.104)

The Itô version of the quantum state diffusion equation (5.99) reads

dψ = −iHψdt− 1
2
(
L†L− 2〈L†〉L+ |〈L〉|2)ψdt+ (L− 〈L〉)ψdξ , (5.105)

with
dξdξ∗ = dt , dξ2 = 0 .

Using Itô stochastic calculus is somewhat easier since the stochastic increments
are forward directed and thus independent of the current state. Mean values are
easily evaluated. Care must be taken to always expand to second order in the
infinitesimals to ensure the correct order in dt. For instance, it is easy to see
that ρt =M[|ψ〉〈ψ|] does indeed satisfy Lindblad’s master equation through the
little calculation d|ψ〉〈ψ| = |ψ〉〈dψ| + |dψ〉〈ψ| + |dψ〉〈dψ| with dψ from (5.105)
and ensemble averaging.

Sketch of a Derivation. We saw the nice properties of the stochastic Schrödinger
equation. Here we want to sketch briefly some more of the underlying physics
that helps to understand why the stochastic Schrödinger equation (5.99) gives
robust states in open system dynamics. One way to achieve that goal is to derive
it from the standard microscopic model of system and environment of harmonic
oscillators,

Htot = H +
∑
λ

gλ

(
La†

λ + L†aλ
)

+
∑
λ

ωλa
†
λaλ . (5.107)

with an initial total state Ψ(0) = |ψ0〉︸︷︷︸
sys

|0〉|0〉 · · ·︸ ︷︷ ︸
env

.
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Assuming a delta-correlated bath response function this model implies a
Lindblad equation for the reduced density operator evolution:

∂tρ = − i
�

[Hρ] +
1
2

(
[Lρ,L†] + [L, ρL†]

)
(5.108)

with ρ0 = |ψ0〉〈ψ0|.
In our very first example of a damped harmonic oscillator the crucial step

towards robust states was the identification of total system product solutions
|Ψt〉 = |ψt〉 |z(t)〉 of the Schrödinger equation, with both the system part |ψt〉
and the environmental part |z(t)〉 being coherent states. In general, however, no
such exact product solutions will exist – what we are after are product states
|ψt〉 |z(t)〉 that solve the total Schrödinger equation approximately.

The first crucial requirement towards this goal is to keep the environmental
part moving coherent states |z(t)〉, since, as before, the environment is a collec-
tion of harmonic oscillators. We saw that coherent states are robust for harmonic
oscillators and we expect them to lead to the least entanglement. In order to
identify the corresponding system state ψt, our strategy is as follows:

We start from the Schrödinger equation i�∂tΨt = HtotΨt for system and
environment and expand the total state in a (fixed) (Bargmann) coherent state
basis with ‖z〉 = eza

† |0〉 (these are unnormalized coherent states). The resolution
of the identity reads

1l =
∫

d2z

π
e−|z|2 ‖z〉〈z‖ (5.109)

so that

|Ψt〉 =
∫

d2z

π
e−|z|2 |ψt(z∗)〉︸ ︷︷ ︸

sys

‖z〉︸︷︷︸
env

(5.110)

where |ψt(z∗)〉 = 〈z‖ Ψt〉. Be aware that the coherent state label z should be
understood as the vector z = (z1, z2, . . . , zλ, . . .) consisting of the labels of the
coherent states of each environmental oscillator. Note that in this expansion
|ψt(z∗)〉 also carries the information about the amplitude which we neglect for
the sake of simplicity – this is why the states |ψt(z∗)〉 are unnormalized. In
standard Born-Markov approximation (which leads to the Lindblad equation for
ρt) it may be shown that there is a closed evolution equation for the system part
ψt(z∗) in the expansion, it reads

∂tψt(z∗) = − i
�
Hψt(z∗)− 1

2
L†Lψt(z∗) + Lztψt(z∗) (5.111)

with
zt = −i

∑
λ

gλz
∗
λe

iωλt. (5.112)

Remarkably, each term |ψt(z∗)〉 ‖z〉 constituting the entangled total state may
be determined individually. Moreover, for the reduced density operator we find:

ρt = trenv

(
|Ψ(t)〉(Ψ(t)|

)
=

∫
d2z

π
e−|z|2 |ψt(z∗)〉〈ψt(z∗)| . (5.113)
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We may use the Gaussian weight over the coherent state labels zλ as a probability
distribution M[. . .] and do a Monte-Carlo integration. Thus, equation (5.111)
may be seen as a “stochastic” equation with, as it turns out, zt white noise with

M [zt] = 0 ,
M [ztzs] = 0 ,
M [z∗

t zs] = δ(t− s) . (5.114)

The product states |ψt(z∗)〉 ‖z〉 determine the exact, entangled state Ψt according
to its expansion. Crucially, we may replace the fixed environmental state ‖z〉 by
a moving one ‖z(t)〉, where the evolution of z(t) is determined according to the
Ehrenfest dynamics induced by the total Hamiltonian. This way we are led to
consider the product states

|ψt (z(t))〉︸ ︷︷ ︸
sys

|z(t)〉︸ ︷︷ ︸
env

= |ψ̃t〉 |z(t)〉, (5.115)

where it is easy to show that the system part |ψ̃t〉, corresponding to a moving
environmental state |z(t)〉 is indeed a solution of the nonlinear quantum state
diffusion equation (5.99). Moreover, the reduced density operator is an ensemble
of these pure states, ρt = M[|ψ̃t〉〈ψ̃t|]. The exact, entangling dynamics of the
total state is thus approximated by a product state evolution of a robust system
state and a coherent environmental state. We have found a way to identify robust
states of an open system for any Hamiltonian H or coupling operator L to the
environment as solutions of the nonlinear, stochastic quantum state diffusion
equation (5.99).

5.4 Decoherence of Macroscopic Superpositions

The results obtained so far indicate that in an open quantum system the coher-
ences between “robust” states |s〉 decay according to

〈s|ρt|s′〉 ∼ e−γtD2〈s|ρ0|s′〉; D ∼ |s−s′| . (5.116)

Here D is some dimensionless indicator of a “distance” between the superposed
robust states, measured in units of a quantum reference length. As soon as the
physical distance approaches macroscopic values, D may assume enormous val-
ues, like ∼ 1020 as we have seen in some examples. Thus, for such “macroscopic”
superpositions, decoherence happens on incredibly short time scales. These re-
sults should not be taken too seriously. The reason is that in the typical de-
scription of open system dynamics (as explained in previous sections) one relies
on the Markov approximation, which assumes all relevant system time scales
to be long with respect to environmental correlation times. The replacement
of the environmental correlation function by a delta function amounts to some
version of long-time limit, or time course-graining:

∑
λ |gλ|2e−iωλ(t−s) ∼ δ(t−s).
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Physically, there is a certain memory or bath correlation time scale τmem (very
often the inverse of some bath cutoff frequency Λ) that is assumed to be short
compared to all other time scales, Tsys 	 τmem � Λ−1. Therefore, the master
equation approach cannot be trusted if it predicts a decoherence time of the
order of τdec ≤ τmem which can easily happen for macroscopic superpositions
D 	 1. We may state this observation more drastically: Markov master equa-
tions are irrelevant for decoherence of macroscopic superpositions and thus fail
to be the starting point for explaining the classical behavior of the macroworld.
Nevertheless, decoherence is rather obviously a feature of the classical world: it
is the argument that needs to be changed. We recall at this point that the exper-
iments [8,9] resolving decoherence dynamics were performed under such “slow”
decoherence conditions that the quadratic dependence of the decay on the dis-
tance D resulting from a master equation description was indeed valid. Yet the
decoherence dynamics for more macroscopic superpositions may no longer be
derived from master equations and new approaches have to be established. This
will be the subject of the remaining part of this section. First, we state results
for an exactly solvable model consisting of harmonic oscillators as “system” and
“environment”, coupled bilinearly through position. As valuable as the oscillator
model is, we want to reveal decoherence under more general conditions, which
can be achieved by making use of the very fact that decoherence is fast for macro-
scopic superpositions. Then, as will be shown in the final part of this section,
a certain short time expansion of the dynamics reveals universal decoherence.
For simplicity, we will for the reminder of this section restrict our attention to
the loss of coherence between two superposed wave packets with largely different
locations (x, x′), whose temporal fate is sufficiently captured by the evolution of
the matrix elements ρ(x, x′, t) of the reduced density operator.

5.4.1 Soluble Model

It is possible to investigate rigorously [19,20,21,23] the dynamics of a harmoni-
cally bound Brownian particle with

H =
p2

2m
+

1
2
mΩ2q2. (5.117)

The total Hamiltonian of system and environment reads

Htot = H + q
∑
λ

gλqλ

︸ ︷︷ ︸
Q

+
∑
λ

p2
λ

2mλ
+

1
2
mλω

2
λq

2
λ (5.118)

(we absorb the usual “counter term” in H, it will be irrelevant for what we are
going to investigate). The usual quantum bath correlation function α(t− s) =
〈Q(t)Q(s)〉 at finite temperature is microscopically given by (5.50). The equa-
tions of motion are linear, the propagator is Gaussian, and we can even write
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down the exact equation of motion for the reduced density operator without any
approximation [19,20],

∂tρ = − i
�

[H, ρ]− iA(t)
�

[
q2, ρ

]
+
B(t)
�2

[
q, [p, ρ]

]

−iC(t)
�

[
q, [p, ρ]

]
− D(t)

�2

[
q, [q, ρ]

]
. (5.119)

The real, time dependent coefficients A(t), . . . , D(t) can be expressed in terms of
the two fundamental solutions {x1(t), x2(t)} of the classical equation of motion

mẍ(t) +mΩ2x(t) + 2

t∫
0

ds Im [α(t− s)]x(s) = 0 (5.120)

with

x1(0) = 1, ẋ1(0) = 0 ,
x2(0) = 0, ẋ2(0) = 1 . (5.121)

For instance,

A(t) =

t∫
0

ds Im[α(t− s)]
{x1(s)ẋ2(t)− x2(s)ẋ1(t)
x1(t)ẋ2(t)− x2(t)ẋ1(t)

}
, (5.122)

B(t) looks similar and C(t), D(t) are somewhat more involved. It should be
appreciated that this particular model allows the derivation of a convolutionless,
i.e. time-local, master equation for the reduced density operator ρt in spite of
the generally non-Markovian dynamics of the open system (in contrast to the
usual Nakayima-Zwanzig-formalism).

Decoherence of macroscopic superpositions (i.e. |x−x′| of macroscopic mag-
nitude) is fast. Therefore, only the short-time behavior of the coefficients is
relevant, we find

A (t) = 0 +O(t2) ,
B (t) = 0 +O(t3) ,
C (t) = 0 +O(t2) ,
D (t) = α(0) t +O(t3) . (5.123)

We conclude that it is the double commutator term involving D(t) only that
is initially relevant. Also, the system Hamiltonian H does not contribute in
any way to this initial decay of coherences. We know the effect of the relevant
“diffusion” term from earlier investigations (see Sect. 5.2.3) and find from (5.123)
and (5.119)

ρ(x, x′, t) = exp
(
−1

2
(x− x′)2

�2 α(0)t2
)
ρ(x, x′, 0) for t→ 0. (5.124)
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Rather than the common exponential decay, we obviously encounter a Gaussian
fall-off of the initial coherences. If the distance |x−x′| is large enough, this Gaus-
sian decay regime will be efficient enough to destroy all coherences, long before
the usual long-time (Markovian) exponential decay will be a valid description.

What remains to be determined is the actual decoherence time scale. For
simplicity, let us restrict ourselves to the case of high temperature T . When we
wrote previously

α(t− s) ≈ 2mγkBTδ(t− s) , (5.125)

for the Brownian kernel (neglecting damping again), we really have in mind an
expression of the kind

α(t− s) = mγkBTΛe−Λ|t−s| (5.126)

where Λ denotes the high frequency cutoff of the bath oscillators. Then,

α(0) = 2mγkBT
Λ

2
= mγkBTΛ, (5.127)

and
D(t) ∼ �

2 γ

λ2
dB

(Λt) for t→ 0, (5.128)

for short times. The reduced density operator looses coherence according to the
quadratic law

ρ (x, x′, t) = exp
(
− (γt)(Λt)

2
D2

)
ρ (x, x′, 0) (5.129)

with D = |x − x′|/λdB the dimensionless distance in units of the thermal de
Broglie wave length.

For appreciable distance D, i.e. for macroscopic distance |x − x′|, all coher-
ences disappear on the memory time scale Λ−1, i.e. long before any Markov
master equation can be valid. Still, we observe the dependence on D2: Macro-
scopic superpositions will disappear rapidly, the decoherence time scaling only
linearly with D rather than quadratically as for “slow” decoherence when the
Markovian master equation description is valid.

These results indicate that the Markov master equation approach is irrele-
vant for decoherence of macroscopic superpositions, when the decoherence time
scale can easily be the smallest time scale involved, even smaller than bath cor-
relation time scales. It would be somewhat disappointing to have to rely on such
exactly soluble models in order to see this behavior. As we will see next, an ap-
proach based on a short time expansion reveals this behavior under very general
conditions.

5.4.2 Universality of Decoherence

We here present a somewhat simplified and shortened version of a general ap-
proach to short time decoherence dynamics as developed in [22,23] to which we
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refer for details. Decoherence for macroscopic superpositions may be so fast that
no motion due to the system Hamiltonian has a chance to be of relevance. In a
first approximation, the system part of the total Hamiltonian may be discarded
completely, and we assume Hint = S ·B with S a system operator ( e.g. S = q,
the position in the quantum Brownian motion model), and B a bath opera-
tor, typically consisting of additive contributions of many degrees of freedom,
B =

∑
λBλ. The total Hamiltonian becomes

Htot = Hsys

/∖
+Hint +Henv

= S ·B +Henv .

The bath correlation function is α(t − s) = 〈B(t)B†(s)〉, with B(t) = eiHenvt/�

B e−iHenvt/�.
Discarding the effect of the system Hamiltonian, we determine the initial

dynamics of the reduced density operator,

ρt = trenv

{
e−i(SB+Henv)t/�

(
ρ0 ⊗ exp

(
−Henv

kBT

))
ei(SB+Henv)t/�

}
(5.130)

by employing the factorization

e−i(SB+Henv)t/� = e−iHenvt/2� e−i(SBt+O(t3))/� e−iHenvt/2� , (5.131)

such that

ρt = trenv

{
e−i(SBt+O(t3))/�

(
ρ0 ⊗ exp

(
−Henv

kBT

))
ei(SBt+O(t3))/�

}
, (5.132)

due to the cyclic property of the trace over the environment. Coherences between
different s-eigenstates decay according to

〈s|ρt|s′〉 =
〈
e−i(s−s′)(Bt+O(t3))/�

〉
〈s|ρ0|s′〉, (5.133)

where, as indicated, we neglect higher order terms in the short time expansion
of the logarithm of the interaction Hamiltonian. We use 〈. . .〉 to denote the
expectation value with respect to the initial bath state, trenv

{
. . . e−Henv/kBT

}
.

We next make use of the fact that the bath coupling operator B is a sum of
independent bath operators, and thus, according to the central limit theorem,
may be considered to obey Gaussian statistics,

〈
e−i(s−s′)Bt/�

〉
= exp

(
− (s− s′)2

2�2 〈B2〉t2
)
. (5.134)

We conclude that

〈s|ρt|s′〉 = exp
(
− (s− s′)2

2�2 〈B2〉t2
)
〈s|ρ0|s′〉

= exp
(
− (s− s′)2

2�2 α(0)t2
)
〈s|ρ0|s′〉, (5.135)
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which is just the result (5.124),(5.129) we obtained for the exactly soluble model
with S = q.

The only assumption concerning the nature of the bath is that B may be
considered Gaussian, motivated by the observation that it is typically of the
additive form B =

∑
λBλ with operators Bλ of independent degrees of freedom.

There is no need to assume an oscillator bath. We further neglected the system
Hamiltonian Hsys. This approximation may be verified through self consistency:
the times we derive for the decoherence dynamics may indeed be so short that
the system Hamiltonian has no effect. This will always be the case for large
enough separations D � |s− s′|, i.e. for macroscopically distinct states.

The quadratic decay of coherences for macroscopic separations D may thus
be assigned a certain degree of universality, as it is largely independent of the
nature of the system and the bath. Decoherence is still accelerated by a distance
squared, D2, yet a quadratic (t2) time dependence of the decay in contrast to
the Markovian master equation results that gave an exponential decay.

For completeness we mention that there are subtleties concerning the decay of
coherences between eigenstates of a canonically conjugated variable, momentum
in the case S = q. In the lowest order expansion shown here, neglecting the
effect of the system Hamiltonian entirely, such superpositions would appear to
be stable. It turns out, however, that they too decay rapidly, which requires
the next-to-leading order, resulting in a fast decay of p-coherences according to
a e−(t/τdec)4-law (for details, see [23]). Superpositions with respect to p need a
little bit of time and free motion to turn into a superposition with respect to q.
This explains the slower t4-decay.

5.5 Conclusions

Decoherence in quantum dynamics leads to classical behavior, interference phe-
nomena no longer occur. Certain robust states are singled out in open quantum
system dynamics. They are those system states that are the least effected by the
coupling to the environment, i.e. lead to only little entanglement between sys-
tem and environment under time evolution. The loss of the ability to interfere is
the more drastic the more macroscopically distinct the superposed robust states
are. While the coupling to the environment may be so weak as to not notice any
damping at all for quantities with a classical limit, coherences may nevertheless
be destroyed rapidly. What states are considered robust depends crucially on the
nature of the coupling between system and environment. Such interactions typ-
ically being dependent on position, localized wave packets, and thus “classical”
states turn out to be robust. We may identify three regimes that lead to classical
dynamics. First, for a highly non-classical initial state, there will be very fast
decoherence towards eigenstates of the system part of the coupling S according
to the quadratic law mentioned in the last section. This phase of decoherence
is largely independent of the system Hamiltonian and the nature of the bath.
After this very short universal initial period, there will be a competition between
the effects of the interaction between system and environment and the system
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Hamiltonian, singling out certain robust states, very often wave packets. As we
have shown, such robust states finally follow closely the classical dynamics of
point particles, yet with tiny fluctuations (partly of quantum origin). As experi-
ments to follow the temporal course of decoherence are improving rapidly, it will
be fascinating to see how far quantum superpositions may be extended further
and further into the macroscopic domain.

Acknowledgement

I would like to thank M. Motzko for invaluable help during the preparation of
this manuscript.

References

1. D. Giulini et al.: Decoherence and the Appearance of a Classical world in
Quantum Theory (Springer, Heidelberg 1996)

2. Ph. Blanchard et al. (Eds.): Decoherence: Theoretical, Experimental, and
Conceptual Problems, Lecture Notes in Physics 538 (Springer, Heidelberg 2000)

3. M. Tegmark, J. A. Wheeler: Scientific American (February 2001). Also:
Spektrum der Wissenschaft (April 2001), with an additional comment by H. D.
Zeh

4. W. H. Zurek: Physics Today (October 1991)
5. J. P. Paz, W. H. Zurek: 72nd Les Houches Summer School, July-August 1999.

See also preprint arXiv:quant-ph/0010011
6. D. F. Walls, G. J. Milburn: Quantum Optics, 2nd edn. (Springer, Berlin 1995)
7. U. Weiss, Quantum Dissipative Systems, 2nd edition (World Scientific, Singapore

2000)
8. M. Brune et al.: Phys. Rev. Lett. 77, 4887 (1996)
9. C. J. Myatt et al.: Nature 403, 269 (2000)

10. A. O. Caldeira, A. J. Leggett: Physica A 121, 587 (1983)
11. S. Habib et al.: Phys. Rev. Lett. 80, 4361 (1998)
12. N. Gisin, M. Rigo: J. Phys. A 28, 7375 (1995)
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6.1 Introduction

The problem of decoherence is an integral part of the theory of quantum com-
putation and communication. The potential of a quantum computer lies in its
ability to process information in the form of a coherent superposition of quantum
mechanical states. Quantum algorithms such as Shor’s algorithm [1] make use of
the interference of different “computational paths”, which can strongly enhance
their efficiency compared to classical algorithms. Because quantum coherence
and interference play a central role in a quantum computer, decoherence is a
major threat to its proper functioning.

A similar situation prevails in quantum communication. The central prob-
lem of quantum communication is how to faithfully transmit unknown quantum
states through a noisy quantum channel. While quantum information is sent
through a channel such as an optical fiber, the carriers of the information (e.g.
photons) interact with the channel and get entangled with its many degrees of
freedom, which gives rise to the phenomenon of decoherence on the state space
of the information carriers. An intially pure state becomes a mixed state when
it leaves the channel. For quantum communication purposes, it is however es-
sential that the transmitted qubits retain their genuine quantum properties, for
example in form of an entanglement with qubits on the other side of the channel.

To deal with the problem of decoherence, two methods have been devel-
oped, known as quantum error correction [2,3,4] and entanglement purification
[5,6,7], respectively. In quantum error correction, which will be discussed in the
next section, quantum information is encoded in the joint state of several two-
state particles, forming a so-called quantum error correcting code, before it is
sent through the channel. By measuring certain joint observables of the parti-
cles (the so-called stabilizer of the code), it is thereby possible to “reset” the
state of the information carriers after a given time, by projecting their joint
state onto certain subspaces of their Hilbert space without destroying the co-
herence of the encoded information. Even though quantum error correction can
be used, in principle, to send quantum information through a noisy channel, it
has been primarily developed to stabilize a quantum computer against the ef-
fect of decoherence. Entanglement purification, on the other hand, together with
the method of teleportation [8], is a powerful tool that is particularly suitable
for quantum communication. The idea of entanglement purification is to “dis-
till” from an ensemble of low-fidelity Einstein-Podolsky-Rosen (EPR) [9] pairs,
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which have been distributed through some noisy channel, a smaller ensemble
of high-fidelity EPR pairs which may then be used for faithful teleportation [5]
or for quantum cryptography [10,11]. This distillation process requires certain
unitary operations and measurements to be performed on the qubits at each
side of the channel, and a process of postselection, which also requires classical
communication between the parties.

Both methods, quantum error correction and entanglement purification, fight
decoherence by a process of controlled disentanglement of the information carriers
from the quantum channel. This process involves the action of some apparatus
that is used to transform and measure the state of the particles, for example
via tunable interactions of the particles with each other and with external fields.
Real apparatuses are themselves sources of noise, which complicates the situation
considerably. From a general perspective, the apparatuses used by Alice and
Bob must themselves be considered as part of the noisy communication channel.
Under realistic circumstances, the information carriers will thus always become
entangled with other degrees of freedom and therefore suffer from a certain
amount of decoherence. The question is therefore not whether decoherence can
be avoided at all, but whether its influence can be kept on a tolerable level.

What “tolerable” means depends on the context. In quantum computation,
for example, the effect of decoherence may be tolerable as long as the fidelity
of the output of a quantum algorithm is above a certain value, allowing one to
extract the desired result with the corresponding probability. In quantum cryp-
tography the effect of the channel cannot, in principle, be distinguished from
an intelligent third party who manipulates the transmitted quantum systems to
gain information about their state. All noise of a channel is therefore attributed
– this is the pessimistic attitude of the cryptologist – to an adversary. Decoher-
ence is thereby considered due to entanglement of the information carriers with
degrees of freedom controlled by an adversary. As we will show in the later part
of this review, the security of quantum cryptography is in fact closely connected
to the disentanglement of the degrees of freedom of the information carriers,
on one side, and the channel, on the other side. Even though we cannot avoid
all residual entanglement with the channel, we can distinguish between residual
entanglement with the apparatus, which is harmless, and residual entanglement
with the part of the channel accessible to an eavesdropper, which is potentially
harmful.

In the following, we will give a brief introduction to the methods of quan-
tum error correction and entanglement purification, and to the basic protocols
of quantum cryptography.1 We will then discuss a recent security proof [13] for
entanglement-based quantum communication through noisy channels, which ex-
plicitly takes into account the role of noisy apparatus. We try to pay particular
attention to conceptual issues but skip some of the technical details, which can
be found in the literature.

1 For a more comprehensive introduction into these fields of quantum information
theory see, for example, [12].
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6.2 Quantum Error Correction

Quantum mechanical entanglement is exploited in quantum algorithms and in
many protocols for quantum communication such as teleportation or entang-
lement-based quantum key distribution. It also plays a fundamental role in
quantum error correction, where the coding operations are themselves simple
quantum algorithms. (For quantum error correction and the related topic of
channel capacities see also Chap. 7.)

Let us illustrate the basic principles at the example of the first quantum error
correcting code found by Peter Shor in 1995 [2]. To protect quantum information
that is represented by the state of a particle (central qubit in Fig. 6.1) against
decoherence, the information is first distributed or delocalized over several par-
ticles. In Fig. 6.1 this is done with the help of the network ENC, which realizes
the following mapping:

ENC : (α|0〉+ β|1〉)|0〉|0〉 · · · |0〉 �−→ α|0〉S + β|1〉S (6.1)

in which the states

|0〉S = 2−3/2(|000〉+ |111〉)(|000〉+ |111〉)(|000〉+ |111〉) ,
|1〉S = 2−3/2(|000〉 − |111〉)(|000〉 − |111〉)(|000〉 − |111〉) . (6.2)

denote the so-called code words of the (9-bit) Shor code. The encoding transfor-
mation thus corresponds to an embedding H � |φ〉 = α|0〉 + β|1〉 �−→ α|0〉S +
β|1〉S = |φ〉S ∈ HS ⊂ H⊗9 of the two-dimensional Hilbert space H � C

2 of
the central qubit into the higher-dimensional Hilbert space of all 9 qubits. After
the transformation the quantum information lies in a two-dimensional subspace
HS of a 29 dimensional Hilbert space. The code words |0〉S and |1〉S are tensor
products of entangled three-qubit states of the form |000〉 ± |111〉, the so-called
Greenberger-Horne-Zeilinger (GHZ) states [14], which play a prominent role for
the interpretation of quantum mechanics [14,15]. One can easily check that after
the encoding (see the dotted line in Fig. 6.1) the reduced density operator of
each of the qubits is totally mixed; that is, the individual state of the particles
carries no information about |φ〉.2

For simplicity let us consider an error model where random rotations are
applied to the individual qubits with a certain “error rate”. This model is more
general than it appears to be at first sight but it needs a justification to which
we shall return below. Suppose that, after the encoding circuit of Fig. 6.1, one of
2 Quantum error correcting codes are indeed constructed in such a way that the state

of individual qubits in a codeword becomes completely undetermined. As was shown
by DiVincenzo and Peres [16], the codewords satisfy generalized Mermin relations
[15] that exclude the possibility of consistently assigning a predetermined value to
complementary observables of each qubit. From the measurement of an individual
qubit one can thus not gain any information about |φ〉. In the positive sense this
means that an uncontrolled interaction of the environment with one of the qubits
does not (necessarily) lead to an irreversible loss of information.
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Fig. 6.1. Quantum logic network of the Shor code and quantum error correction. A
“random rotation” σµ,j on qubit j in the encoded state translates into a certain error
syndrome ε1, . . . , ε8 and a corresponding unitary operation U = U(ε1, . . . , ε8) on the
central qubit (see text). The network uses the Hadamard-Rotation Rj = 1/

√
2(σx,j +

σz,j) and the CNOT gate, = CNOTi,j = (1 + σz,i)/2 + (1− σz,i)σx,j/2

the four Pauli-Rotations σµ,j (µ = 0, 1, 2, 3) is applied to one of the nine qubits,
where both j and µ are random and unknown to us. The question is this: Can we
still extract |φ〉 from the joint state of the particles? If such a random rotation is
applied to the particle before the encoding, it is clear that the information is lost,
for 1

4

∑
µ σµ|φ〉〈φ|σµ = 1

21l. If it is applied to one of the particles of the encoded
state, however, the information can still be rescued from the joint state of all 9
particles. A possibility to do this is shown in Fig. 6.1. There the inverse network
of ENC is applied to the code which transforms the corrupt state σµ,j |φ〉S , for
arbitrary σµ,j , back to a product state:

ENC−1 : σµ,j |φ〉S �−→ |φ′〉|ε1〉|ε2〉 . . . |ε8〉 . (6.3)

After this decoding transformation, the state of the neighboring qubits car-
ries the so-called error syndrome ε1 . . . ε8. The central qubit is in state |φ′〉 =
U(ε1 . . . ε8)|φ〉, where the unitary transformation U(ε1 . . . ε8) ∈ {1l, σx, σy, σz},
is uniquely determined by the error syndrome.

By reading off the error syndrome, i.e. measuring the state of all neighboring
qubits, and subsequently applying the correction operation U−1(ε1 . . . ε8), the
central qubit is transformed back to its initial state. Please note that the central
qubit remains unmeasured, and no information about the state |φ〉 is obtained
at any step of the protocol. By iteration of the sequence decoding → syndrome
measurement & correction → encoding [17] an unknown quantum state can thus
be protected against decoherence over a time significantly longer than the deco-
herence time.

The effect of the random rotations σµ,j is to map the code space HS to
a set of orthogonal error spaces σµ,jHS⊥HS . The images of the code words
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thereby satisfy the following orthogonality relations S〈0|σµ,jσν,k|1〉S = 0 and
S〈0|σµ,jσν,k|0〉S = 〈1|σµ,jσν,k|1〉S for all j, k, µ, ν. Theses relations ensure [6,18]
that all errors σµ,j can, in fact, be corrected. The Shor code was the first quan-
tum error correcting code found that can correct all of the four errors (spin flip,
phase flip, spin&phase flip, identity) on any one of the qubits. Independent of
Shor, Steane [4] found a code that achieves the same task using only 7 qubits.
Later, the theory of quantum error correcting codes was further developed [3,19],
establishing in particular the connection with classical coding theory. A number
of other codes were found, among them a so-called ‘perfect’ code using a mini-
mum number of only 5 qubits [17,6]. One can also construct codes that are able
to correct more than a single qubit error. These satisfy a similar set of orthogo-
nality relations of the form given above, and the code words are entangled states
of an increasing number of qubits. An introduction to the theory of quantum
error correction can be found in the articles by Steane [20,21] and by Gottesman
[22], for example.

In quantum error correction we exploit, as in quantum algorithms, the possi-
bility to manipulate superpositions of states of a quantum register and to mea-
sure joint observables which describe joint properties of several qubits. The oper-
ation ENC−1 for example, followed by one-qubit measurements, corresponds to
the measurement of the “parity” of different qubits, as was shown by Gottesman
[23]. The joint observables are here3

M1 = σz,1σz,2 ,

M2 = σz,2σz,3 ,

M3 = σz,4σz,5 ,

M4 = σz,5σz,6 ,

M5 = σz,7σz,8 ,

M6 = σz,8σz,9 ,

M7 = σx,1σx,2σx,3σx,4σx,5σx,6 ,

M8 = σx,4σx,5σx,6σx,7σx,8σx,9 . (6.4)

The error spaces σµ,jHS are eigenspaces of these observables with eigenvalues
±1. The observable M1 = σz,1σz,2, for example, tells us whether on qubit 1 or 2 a
spin flip has occurred without revealing any information on which of the qubits:
M1(|000〉 + |111〉) = +(|000〉 + |111〉), M1(|100〉 + |011〉) = −(|100〉 + |011〉),
M1(|010〉 + |101〉) = −(|010〉 + |101〉). By measuring both observables M1 =
σz,1σz,2 and M2 = σz,2σz,3 one can find out whether, and on which of the qubits
1, 2, 3 a spin flip has taken place.

The measurement of the eigenvalues of these joint observables can be real-
ized, as described in Fig. 6.1, by the method “decode and subsequently measure
the individual state of the surrounding qubits”. This strategy has the disadvan-
tage that the decoding leaves the logical qubit in an unprotected state, exposing
3 These observables generate an Abelian group, the so-called stabilizer of the Shor

code [23].
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it directly to the influence of decoherence. There are different methods (or net-
works, respectively) which use so-called ancillas to perform the error detection
and correction on the encoded state directly. This is the subject of fault-tolerant
quantum error correction and, more generally, fault-tolerant quantum compu-
tation. It takes into account the fact that the elementary operations which are
part of the encoding and decoding network may themselves be imperfect and
subject to errors. Thus one needs to make sure that the correction operations
do not introduce more errors into the system than they extract. A description
of the theory of fault-tolerant quantum computation is beyond the scope of this
introduction. A central result states that it is possible, by using concatenated
encoding strategies, to maintain the coherence of the logical state of a quan-
tum computer over an arbitrarily long time, given that the error probability
(noise level) of the elementary operations (quantum gate, measurement) is be-
low a certain threshold. The price one has to pay for this is a certain overhead
in the number of auxiliary (physical) qubits that scales polynomially [or under
certain circumstances even polylogarithmically] with the time of computation.
The threshold is very small and of the order of 10−4 − 10−5. The theory of
fault-tolerant computation is considered as the general solution of the problem
of decoherence and imperfect apparatus for quantum computation. An introduc-
tion into the subject is given by Preskill [24], for example.

What is an Error? Let us return to the question whether the model of an
error as a random unitary rotation is reasonable. The interaction of the qubits
with the environment can be described as a unitary evolution in the Hilbert
space of the total system consisting of both the qubits and the environment.
Where and in what sense do “errors” happen in this picture? This question is
certainly justified. One can show, however, that any interaction of the qubits
and the environment can be written in the (integrated) form

|φ〉S |u〉env →
∑
k

(Fk|φ〉S)|uk〉env (6.5)

where the operators Fk are tensor products of Pauli operators and |uk〉env states
of the environment which in general are neither orthogonal nor normalized [21].
This result remains true if |φ〉S is replaced by an arbitrary multi-qubit state
[21]. In case of a quantum error correcting code, such as the Shor code, one has
the additional property that S〈φ|F 1bit

k |φ〉S = 0, for all “1-bit operations” F 1bit
k

which contain a non-trivial Pauli operator only at a single position (that is, for
F 1bit
k ∼ 1l⊗· · ·⊗1l⊗σµ⊗1l⊗· · ·⊗1l). For weak interactions and for uncorrelated

noise, these are the terms of first order in an expansion with respect to the
interaction strength. Since the overall evolution on the space of the qubits plus
the environment is unitary, the picture of randomly occurring errors, which are
subsequently corrected, is only a helpful way of thinking about the problem. The
“digitalization of noise” [21] is in fact only introduced via the measurement of
certain observables such as the Mk. By measuring the Mk the state (6.5) of the
system is projected “back” into the code space HS or any of the error spaces
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F 1bit
k HS⊥HS that are orthogonal to it. It is the disentanglement of the qubits

from the environment which is the crucial process. The “error” is introduced by
the fact that one does not always project back to the code space but sometimes
also into an orthogonal error space, so that subsequently a unitary correction
operation has to be applied to rotate the state back into the code space. On the
Hilbert space of the qubits alone, the entire process can effectively be described
as if the environment would apply random rotations σµ,j on the code, which
we then check and possibly correct. Similar remarks apply to codes that correct
several errors at the same time, which take into account terms of higher order
in the expansion (6.5).

6.3 Entanglement Purification

In quantum communication, entanglement between distant parties plays a pre-
dominant role. In the following, we will concentrate on communication scenarios
which involve two parties, Alice and Bob. What does it mean when we say that
Alice and Bob have entanglement at their disposal? Usually, this means that they
own quantum systems whose state is entangled, or, in technical terms, that the
density operator which describes the state of the two quantum systems cannot
be written as a convex combination of product states [25]. The two entangled
quantum systems are usually called EPR pairs, due to the famous paper by Ein-
stein, Podolsky and Rosen [9]. In the context of quantum information theory, the
EPR pairs often consist of two entangled two-level systems (qubits), one owned
by Alice, and the other by Bob. Maximally entangled two-qubit states are called
Bell states; one can find four orthogonal Bell states, which form a basis of the
two-qubit Hilbert space, the Bell basis.

The importance of entanglement is due to the fact that it is a resource which is
equivalent to a quantum channel: If Alice and Bob are connected with a quantum
channel, Alice can create an EPR pair locally and send one half through the
quantum channel to Bob. On the other hand, if Alice and Bob own EPR pairs,
they can use them to teleport qubits [8], even when they are not connected via
some “real” quantum channel like an optical fiber.

The questions remains however, how can Alice and Bob obtain perfect EPR
pairs if they can only communicate via a noisy channel? Any real quantum
channel interacts with the quantum systems which are sent through it: it becomes
entangled with them. This fact is important if Alice uses the channel in order to
distribute EPR pairs. If the EPR pairs are subsequently used for teleportation,
then the teleported qubits become entangled with the quantum channel.

Entanglement purification protocols [5,6,7] can be used to overcome this
problem. Simply speaking, these protocols create an ensemble of highly entan-
gled pairs out of a larger ensemble of pairs with low fidelity. The fidelity of a
quantum state ρ is defined as its overlap with a given Bell state |Φ+〉, say, i. e.
F = 〈Φ+| ρ |Φ+〉.

The purified pairs provide Alice and Bob with a purified quantum telepor-
tation channel. If this channel is used for quantum communication, the qubits
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are protected against an unwanted interaction with the channel. In the next
sections, we will see that this fact can be exploited for quantum cryptography
protocols.

In order to perform an entanglement purification protocol, classical commu-
nication between Alice and Bob is necessary. This means, that both Alice and
Bob perform measurements on their respective qubits, and tell each other the
measurement outcomes. For some protocols only one-way communication is re-
quired, i. e. only Alice will send classical messages to Bob. It has been shown
by Bennett et al. [6], that these one-way entanglement purification protocols are
equivalent to quantum error correcting codes (see Sect. 6.2). A tutorial intro-
duction to the basic idea of entanglement purification is given in [26]

6.3.1 2-Way Entanglement Purification Protocols

The two-way entanglement purification protocols (2-EPP) which we present here
have been developed by Bennett et al. [5] and, later, by Deutsch et al. [7].
Since these protocols work in a recursive way, they are often referred to as
recurrence protocols. In order to distinguish between both protocols, we will call
them IBM and Oxford protocol, respectively. The IBM protocol introduces a
twirling operation after each purification step, which transforms the state of the
EPR pairs into the Werner form. Since Werner states [25] are described by only
one real parameter, all calculations can be done analytically. A disadvantage of
the IBM protocol is that it is less efficient in producing pure states from noisy
ones than the Oxford protocol. Qualitatively, there is no difference between both
protocols.

To be precise, we want to distinguish between the purification protocol and
the distillation process (see Fig. 6.2).

In each step, the purification protocol acts on two pairs of qubits. For the
sake of simplicity, we shall assume that these two pairs are described by the
density operator ρAB ⊗ ρAB , which is thus a four-qubit density operator. The
Oxford protocol (see Fig. 6.2) consist of the following steps:

1. Alice and Bob perform one-qubit π/4 rotations about the x-axis on each of
their qubits (in opposite directions). If the qubits were stored in atomic/ionic
degrees of freedom inside a trap, this could be implemented by (simple) laser
pulses.

2. Both Alice and Bob perform a CNOT-operation (controlled NOT) [12], where
they use their respective particle of pair one (two) as the source (target). This
is the part of the protocol which is most difficult to perform experimentally.

3. Finally, both Alice and Bob measure the qubits which belong to pair two in the
σz-basis, and tell each other the results (two-way communication). Whenever
the results coincide, the keep pair one, otherwise they discard it. In either case,
they have to discard the second pair, because it is projected onto a product
state by the measurement.

In order to see how this protocol works, it is useful to write the density matri-
ces in the Bell basis, i. e. in the basis of the two qubit Hilbert space which consists
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Fig. 6.2. (a) The entanglement purification protocol is a (probabilistic) protocol, which
creates a higher entangled pair of qubits out of two pairs with lower entanglement. Usu-
ally these pairs are called source and target pair, respectively. Through an interaction
between the qubits of the source and the target pair, realizing a so-called CNOT op-
eration on each side, the states of all four qubits become correlated. By measuring the
qubits of the target pair, the source pair is probabilistically projected into a new state
ρ′

AB , which is more entangled than the original state ρAB .(b) The distillation process
consists of several rounds. In each round, the pairs are combined into groups of two
at a time, and the purification protocol is applied to them. From round to round, the
entanglement of the remaining pairs is increased

of the four Bell states |Φ±〉 = 1/
√

2 (|00〉 ± |11〉) and |Ψ±〉 = 1/
√

2 (|01〉 ± |10〉):

ρAB = A
∣∣Φ+〉〈Φ+

∣∣+B
∣∣Ψ−〉〈Ψ−∣∣

+C
∣∣Ψ+〉〈Ψ+

∣∣+D
∣∣Φ−〉〈Φ−∣∣ + off-diag. elements (6.6)

The coefficients A,B,C, and D are called the Bell diagonal elements of the
density matrix ρAB . For any physical state, these coefficients have to fulfill the
normalization condition tr ρAB = A+B + C +D = 1.

As it turns out, the Bell diagonal elements A′, B′, C ′ and D′ of the remaining
pair do not depend on the off-diagonal elements of ρAB . For this reason, we can
find a recurrence relation for the Bell diagonal elements, which describes their
evolution during the distillation process (the index n belongs to the state of the
pairs at the beginning of round number n in the distillation process:

An+1 =
A2
n +B2

n

N
, Bn+1 =

2CnDn

N

Cn+1 =
C2
n +D2

n

N
, Dn+1 =

2AnBn
N

(6.7)

The normalization Nn = (An + Bn)2 + (Cn + Dn)2 is equal to the probability
psuccess that Alice and Bob obtain the same measurement results in step 3 of the
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protocol. Even though no analytical solution has been found for this recurrence
relation, it has been shown (numerically in [7] and later analytically [27]) that
it converges to the fixpoint A∞ = 1, B∞ = C∞ = D∞ = 0, whenever the initial
fidelity is greater than 1/2. In this case, also the off-diagonal elements will vanish,
since the density matrix has to be positive. In other words, whenever Alice and
Bob are supplied with EPR pairs with a fidelity of more than 50%, they can
distill (asymptotically) perfect EPR pairs.

For the IBM protocol, one only needs one recurrence relation, since (one-
parametric) Werner states, described by A = F,B = C = D = (1 − F )/3 and
vanishing off-diagonal elements in (6.6), are mapped onto Werner states. This
map is shown in Fig. 6.3a. The map has tree fixpoints. Two of these fixpoints
are attractive (at F = 1/4 and F = 1), and the remaining one (at F = 1/2)
is repulsive. Thus, if one starts the distillation process with a fidelity greater
than 1/2, one will finally reach EPR pairs in a pure state. If the initial fidelity
is smaller than 1/2, one will finally be left with completely depolarized pairs,
which correspond to a Werner state with a fidelity of 1/4.

6.3.2 Purification with Imperfect Apparatus

Up to now, we have assumed that the only source of decoherence is the quantum
channel which connects Alice and Bob. For practical implementations, however,
this is an over-simplification. Indeed, there are many operations involved in the
distillation process: Qubits have to be stored for a certain time, one- and two-
qubit unitary operations will act on them, and there are measurements. Each of
these operations is a source of noise by itself. It would be inconsistent to ignore
this source of noise. So the following question arises: What are the conditions
which we have to impose on the apparatus so that entanglement distillation
works at all?

As we have mentioned in the context of fault tolerant quantum computation,
there exists a certain noise threshold for the elementary operations, below which
fault tolerant quantum computation is possible. In the case of 2-EPP we will find
a threshold which is much more favorable than the threshold for fault tolerant
quantum computation.

In order to get a qualitative understanding of the influence of noisy operation
on the entanglement distillation process, we look again at the purification curve
(Fig. 6.3). The curve shows how the fidelity after a purification step depends on
the previous fidelity. If noise is introduced in the purification process itself, it
is intuitively clear that only a smaller increase in fidelity can be achieved: the
purification curve is “pulled down”. In Fig. 6.3b this is shown schematically. We
thus expect that in the case of noisy operations, one has to start with a greater
initial fidelity in order to purify at all, and that the maximum fidelity which can
be reached will be smaller than unity.

If the noise level is increased, one reaches the situation that two of the fix-
points will merge. At even higher noise levels, the purification curve has only
the trivial fixpoint which corresponds to completely depolarized pairs: the dis-
tillation process breaks down and does not work any longer.



6 Quantum Communication and Decoherence 245

���

���

�
��� � �������� 	��
��

�
��� � ����� 	��
��

�
��� �

������	��
���

���

��


��	

���

�

���
���

���	����� ����
�

��

���

���

��	

�

Fig. 6.3. The purification curve for the IBM protocol [5,6] for perfect (i. e. noiseless)
apparatus (a). The staircase denotes how the fidelity increases from round to round
in the distillation process of Fig. 6.3(b). If the apparatus is imperfect, the purification
curve is “pulled down” (b) and the fixpoints move towards each other. The upper
fixpoint of the curves indicates the maximum achievable fidelity Fmax, which can be
reached asymptotically by the respective purification protocols; Fmax decreases with
an increasing noise level. Attractive fixpoints are denoted by black circles, repulsive
fixpoints by white circles



246 Hans Aschauer and Hans J. Briegel

The quantitative investigation of entanglement purification with noisy appa-
ratus [28,29] shows that the above considerations are qualitatively correct. For
the calculation, the following noise model has been assumed [29]:

• The unitary evolution of the qubits is accompanied by a depolarizing channel.
It is well-known that this can be written in a time-integrated form

ρAB → p UA ρAB U
−1
A +

1− p
d

1lA ⊗ trA ρAB . (6.8)

Here, ρAB is the density operator which describes the state of a bipartite
quantum system, UA is the desired unitary operation (which is assumed to
act only on the quantum system at party A), d is the dimension of the Hilbert
space of A’s system, and p is the reliability of the quantum operation. For
p = 1, there is no noise at all, and for p = 0, the quantum system at A
becomes completely depolarized.
• Measurements give the correct results only with a certain probability η. This

can be conveniently described in terms of a POVM (positive operator valued
measure [30]),

M0 = η |0〉〈0|+ (1− η) |1〉〈1|
M1 = η |1〉〈1|+ (1− η) |0〉〈0| , (6.9)

for one-qubit measurements in the σz basis. Here, tr(Mjρ) describes the prob-
ability with which the detector indicates the result “j” for the measured qubit.

As one can see from (6.8), we have to distinguish between one- and two-qubit
operations, if they are accompanied by noise: a two-qubit depolarizing channel
is different from two one-qubit depolarizing channels. The first is an example of
a correlated noise channel, the latter of an uncorrelated noise channel. The reli-
ability of one- and two-qubit operations is referred to as p1 and p2, respectively.
Whether or not entanglement purification is possible with a certain protocol, de-
pends on the three parameters p1, p2, and η. For all these parameters, one gets
a noise threshold in the percent regime, which is about two orders of magnitude
better than the noise threshold for fault tolerant quantum computation.

6.4 Quantum Cryptography

One of the practically most advanced fields in quantum communication is quan-
tum cryptography. In this section, we will describe the two basic protocols of
quantum cryptography. We show that decoherence in the (untrusted) quantum
channel as well as in the (trusted) apparatus plays an important role in the
security analysis of quantum cryptography protocols.

The communication scenario in the cryptographic context looks as follows:
Alice wants to send a confidential message (clear-text) to Bob, while a third com-
munication party, Eve, wants to listen in and learn as much as possible about the
message. In order to achieve her goal, Alice encrypts the message using some
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cryptographic method. The encrypted message is called ciphertext. A crypto-
graphic protocol is considered good, if it is possible to restrict the information
which Eve can obtain to any desired level.

There exist several categories of classical cryptographic protocols; these in-
clude symmetric key ciphers, asymmetric key ciphers and one-time pads. All
these protocols have advantages and disadvantages, but the most eminent ad-
vantage of the one-time pad is that it has been proved to be secure in the
information theoretical sense: one can show that an eavesdropper can gain no
information (zero bits of information) about the message, even if he or she knows
every single bit of the encrypted message. To this end, it is however necessary
that Alice and Bob share a secret and random key, which must at least be as
long as the message which Alice wants to transmit, and that this key will only
be used once (thus the name one-time pad).

The one-time pad works as follows: As a key, Alice and Bob share a secret
string of zeros and ones s = (s1, s2, . . . , sN ). Similarly, Alice can write the clear-
text (like any piece of information) as a string of zeros and ones, using some
encoding which Alice and Bob agree on publicly. The clear-text is thus given in
a binary representation t = (t1, t2, . . . , tN ). For the ciphertext, Alice adds the
key and the clear-text bitwise modulo 2: c = (s1 ⊕ t1, s2 ⊕ t2, . . . , sN ⊕ tN ). In
order to decrypt the message, Bob simply adds the key bitwise (modulo 2) to
the ciphertext, and gets back the binary representation of the clear-text.

The key used in the one-time pad protocol is a valuable resource, to both the
legitimate communication parties and to an eavesdropper: Alice and Bob use up
the key during the communication. In order to supply themselves with a new
key, they have to meet each other physically. On the other hand, if Eve knows
the key, the communication between Alice and Bob is no longer a secret for her;
for this reason, the cryptographic key might be a valuable target for theft or
bribery. The aim of quantum cryptography is to solve this shortcoming of clas-
sical cryptography. In most quantum cryptography protocols, the quantum part
of the protocol is related to the distribution of a key (quantum key distribution,
QKD), which can afterwards, as soon as it is established, be used for a classical
one-time pad protocol.

6.4.1 The BB84 Protocol

The first protocol for quantum key distribution was given by Bennett and Bras-
sard in 1984 [10]. This so-called BB84 protocol is widely used in quantum cryp-
tography, since all security considerations are well analyzed, and it is easy to
understand.

The protocol works as follows: Alice prepares two random binary strings, the
key string (k1, k2, . . . , kN ) and the basis string (b1, b2, . . . , bN ). The randomness
of the bits is crucial for the security of the protocol; they may thus not be chosen
by a pseudo random number generator.

There are 4 different quantum states which Alice can prepare: |s00〉 = |0〉,
|s01〉 = |1〉, |s10〉 = |+〉 ≡ 1/

√
2(|0〉+ |1〉), |s11〉 = |−〉 ≡ 1/

√
2(|0〉 − |1〉). For sim-

plicity, we will now consider the case of qubits which are represented in the po-
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larization degree of freedom of a photon. In this case, the four states which Alice
can prepare are horizontally, vertically, or ±45◦ polarized photons.

Alice sends N photons through the quantum channel to Bob. The state in
which the qubits are prepared depends on the key- and and the basis string: the
ith qubit is prepared in the state |sbiki〉.

Bob can measure each photon that arrives in his laboratory either in the
|0〉 / |1〉-basis (i. e. in the horizontal/vertical basis), or in the |+〉 / |−〉-basis (i. e.
in the ±45◦ polarized basis). For each individual photon, he selects the measure-
ment basis randomly, and he writes down the chosen basis and the measurement
result. When Bob has received and measured the N photons, he is left with two
strings of N bits: the “basis” string and the “result” string.

Alice and Bob exchange their respective basis strings through a classical chan-
nel, which may be public; for example, they might announce the basis strings in
a newspaper. It is no security breach if Eve knows both basis strings. However,
Alice and Bob must make sure that Eve cannot alter these messages. One pos-
sibility to achieve this goal is that Alice and Bob posses an initial shared secret,
which can be used to check the authenticity and integrity of the basis strings.
During the key distribution task, this initial shared secret can be recreated, so
that it is not used up; rather, it plays the role of a catalyst. By comparing
their basis strings, Alice and Bob can see which photons have been measured
in the same basis in which they have been prepared. Whenever the preparation
basis and the measurement basis are different, Bob’s measurement result is com-
pletely random and cannot be used. On the other hand, if the two bases are the
same, Bob’s measurement result will be strictly correlated with Alice’s key bit
for the respective photon: Alice’s key bits and Bob’s measurement results for
these photons can be used as a secret key.

Before the key can be used, Alice and Bob have to make sure that the quan-
tum channel has not been eavesdropped. One way to do this is the following:
Alice chooses a certain number of the key bits randomly and sends them to Bob
through the classical public channel. Bob compares Alice’s key bits with his re-
sult bits, and if they are equal, they can be sure that there was no eavesdropper
who tapped the quantum channel. This is due to the fact that the only quantum
operation which does not disturb non-orthogonal quantum states is the identity.
In other words: if Eve does not want to disturb the non-orthogonal quantum
states which Alice sends, she has to leave them alone.

6.4.2 The Ekert Protocol

The main difference between the BB84 protocol and the so-called E91 protocol
found by Ekert in 1991 [11] is that it does not use single photons which one
communication party sends to the other, but pairs of entangled photons. While
its experimental realization is more difficult than the BB84 protocol, it has a
theoretical advantage: the security of the E91 protocol is related to the fact that
there exists no local realistic theory which explains the outcomes of Bell-type
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Fig. 6.4. The measurement directions in the Ekert protocol. For each EPR pair, Alice
and Bob choose independently and randomly one of the three measurement directions
→
a 1,

→
a 2,

→
a 3 and

→
b 1,

→
b 2,

→
b 3, respectively

experiments.4 While in the BB84 protocol one has to believe that the quantum
mechanical description of photons is complete (i. e. that there exist no (local)
variables – “hidden” or not – which could be used to predict Bob’s measurement
outcomes5), the E91 protocol performs a Bell experiment at the same time,
which assures that there cannot exist (local) hidden variables.

In the E91 protocol, pairs of entangled photons are prepared, for example in
the state |Ψ−〉 = (|01〉 − |10〉)/√2. It does not matter whether these pairs are
produced in Alice’s or Bob’s laboratory, or by a (potentially untrusted) source
in between. One photon of each pair is sent to Alice, the other to Bob. For each
photon, Alice and Bob choose one out of a set of three measurement directions
at random, and measure the polarization of the photon in this direction (see
Fig. 6.4). As in the BB84 protocol, Eve must not be able to predict the choice
of the measurement directions. As soon as all pairs are sent to Alice and Bob
and they acknowledge that they have performed the measurements, the informa-
tion about the measurement directions is exchanged (through a public classical
channel). Alice and Bob check for which pairs their respective measurement
directions were the same; for all pairs where they have chosen different mea-
surement directions, also the measurement outcomes are exchanged through the
public classical channel. With these results, Alice and Bob check that the Bell
inequalities [32,33] are violated. The measurement results for the pairs where
they have chosen the same measurement direction are strictly anti-correlated,
and can be used as a key.

4 For a recent review of experiments testing Bell’s inequalities, see e. g. [31]
5 In experiments, classical information about the state which has been prepared might

leak out of Alice’s laboratory through different degrees of freedom, like the frequency
of the photon, or the polarization of a second photon in a multi-photon pulse. This
information could in principle be exploited by Eve without introducing noise. For
the E91 protocol, this leakage problem does not exist, since such information does
not exist until Alice and Bob perform their measurements
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6.4.3 Security Proofs

As we have seen above, the quantum key distribution protocols allow for secure
communication, as long as Alice and Bob are connected by a noiseless quantum
channel. This is a remarkable result – however, it would be useless for all practical
purposes, since all quantum channels are a source of noise. Since Alice and Bob
trust only the equipment in their laboratories, they cannot be sure that the
noise which they measure can be attributed to the channel. It is in principle
impossible to distinguish between noise introduced by the quantum channel or
by an eavesdropper. For this reason, the communication parties have to deal
with the worst case scenario of an eavesdropper, who is present all the time
and everywhere, except for the laboratories, which are secure by assumption.
The eavesdropper might be hidden behind the noise of the quantum channel,
and she might gain partial knowledge of the cryptographic key and, later, of the
secret message.

The simplest way to deal with this situation would be to use a better quantum
channel. In a practical setting, however, when Alice and Bob are connected by
a given quantum channel (e. g. an optical fiber), this possibility is ruled out. In
this situation, Alice and Bob can use privacy amplification methods, where a
shorter and perfectly secure key is distilled out of a longer key, about which Eve
might have had considerable knowledge. So-called “ultimate” or “unconditional”
security proofs of quantum cryptography show that such protocols do exist.

The first of these proofs has been given by Mayers in 1996 [34] for the BB84
protocol. Shor and Preskill gave a physical interpretation of this proof, as they
showed that it could a posteriori be understood as a restricted, albeit sufficient,
form of quantum error correction and one-way entanglement purification.

A different approach has been taken by Deutsch et al. in 1996 [7]. They
employ a two-way entanglement purification protocol (2-EPP, see Sect. 6.3) in
order to distill almost pure EPR pairs out of many imperfect pairs. If the puri-
fied pairs are used for teleportation, the resulting quantum channel is perfectly
secure: Since the EPR pairs are in a pure state, they cannot be entangled with
any other quantum system. The eavesdropper is thus “factored out” in the total
Hilbert space, which we write symbolically as

ρAlice,Bob,Eve
2-EPP−→ ∣∣Ψ+〉

AB

〈
Ψ+
∣∣⊗ ρEve.

As we have already seen in Sect. 6.3.2, in a realistic setting the purification
protocol does not converge to perfect EPR pairs, but to some more or less mixed
state in the Hilbert space of Alice’s and Bob’s qubits. But that means that the
argument given above does no longer guarantee that Eve is factored out: a priori,
there could exist residual entanglement with Eve.

6.5 Private Entanglement

In the last section we have seen that entanglement purification (using noisy
apparatus) does not per se guarantee a provably private communication channel.
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Nevertheless, in this section we will show that it suffices for the creation of
“private entanglement”, i. e. imperfect EPR pairs which are not entangled with
an eavesdropper. Private entanglement can thereby serve as noisy but secure
quantum channel.

The general idea is the following. Since Alice and Bob use noisy apparatuses
for the entanglement distillation process, it is clear that the pairs become entan-
gled with some degree of freedom of the laboratory. However, we will see that the
total state of the laboratory and of the (distilled) pairs converges to a pure state,
and then the same argument holds as in the case of noiseless entanglement pu-
rification: a quantum system in a pure state cannot be entangled with any other
quantum system. In particular, Eve cannot be entangled with the distilled pairs.
These pairs can then be used for secure, albeit noisy quantum teleportation.

In our analysis it is necessary to keep track of the state of the laboratory. This
seems to be a difficult task, since the the details of the structure of the laboratory
are unknown and complicated. For this reason one does usually not take care of
these details, and describes the system of qubits on which the noisy apparatus
acts as an open quantum system, with a master equation that describes their
time evolution [35]. As an alternative, in the framework of quantum information
theory, we use the concept of completely positive maps [36].

6.5.1 The Lab Demon

In this section, we give a simple model of a noisy laboratory, which allows us to
keep track of its state in terms of classical variables.

As long as one cannot “look into” the device that introduced the noise, there
is no way to distinguish it from a different device whose action is described by
the same positive map. For this reason, our simple noise model is sufficient for
the proof, and we need not delve into the complicated details of noisy quantum
devices.

In order to keep the argument as transparent as possible, we will restrict our
attention to the case that only Alice’s laboratory is a source of noise; it would
be easy to extend the argument to two noisy laboratories.

Let us assume that in Alice’s lab there is a little demon. The lab demon
kicks and shakes the qubits from time to time, and is thus a source of noise.
However, there are no other sources of noise, and even the lab demon acts on
the qubits in a very controlled way: let us assume that the demon has a random
number generator that generates in each time step pairs of numbers (µ, ν) ∈
{0, 1, 2, 3}×2, according to a given probability distribution fµν (which obeys
the normalization condition

∑
µ,ν fµν = 1). The lab demon then applies the

(unitary) error operation σ(a1)
µ σ

(a2)
ν to the two qubits a1 and a2, on which Alice

acts in the entanglement purification protocol (see Sect. 6.3.1). For µ ∈ {1, 2, 3},
the operators σ(ai)

µ denote the Pauli matrices acting on qubit ai, and σ
(ai)
0 =

1l(ai). In addition, the lab demon writes down which error operations he had
applied to which qubits, since he will need this informtion later.
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(a) (b)

Fig. 6.5. (a) The state ofN pairs which are distributed through the quantum channel is
in the worst case scenario a general 2N -qubit state, which might moreover be entangled
with degrees of freedom under Eve’s control. (b) After step 1, the state of the N pairs
is a classically correlated ensemble of pure Bell states

Alice does not know which of the error operations have been applied to the
qubits, and she describes the action of the demon by the average map

ρa1a2... →
3∑

µ,ν=0

fµνσ
(a1)
µ σ(a2)

ν ρa1a2...σ
(a1)
µ σ(a2)

ν . (6.10)

The ellipsis (. . .) denotes other degrees of freedom, on which Alice’s lab demon
does not act (like Bob’s qubits, or some quantum system in Eve’s hands). We call
the noise channel given by this equation the correlated two qubit Pauli channel. It
includes, for special choices of the probability distribution fµν , the one- and two-
qubit depolarizing channel, and combinations thereof, which have been studied
in the context of entanglement purification using imperfect apparatus in [29].

As mentioned above, we introduced the lab demon as a simplified noise model
in order to keep track of the internal state of the lab. For that reason, we assume
that the lab demon attaches an error flag λ to each qubit. The error flag will
represent four different values, and it is convenient to divide it into two classical
bits.

6.5.2 The State of the Qubits Distributed Through the Channel

In the worst case scenario, all pairs which are distributed between Alice and Bob
have been prepared by Eve (see Fig. 6.5a). For that reason, the total state of all
pairs is given by a general 2N -qubit density operator, which can be written in
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the form

ρAB =
∑

µ1...µN
µ′
1...µ′

N

αµ1...µN
µ′
1...µ′

N

|B(a1b1)
µ1

· · · B(aNbN )
µN

〉〈B(a1b1)
µ′

1
· · · B(aNbN )

µ′
N

| . (6.11)

Here, |B(ajbj)
µj 〉, µj = 00, 01, 10, 11 denote the 4 Bell states associated with the

two qubits aj and bj and j = 1, . . . , N . Specifically, |B00〉 ≡ |Φ+〉, |B01〉 ≡ |Ψ+〉,
|B10〉 ≡ |Φ−〉, |B11〉 ≡ |Ψ−〉.

In general, (6.11) will be an entangled 2N -qubit state, which might moreover
be entangled with additional quantum systems in Eve’s hands. For the security
analysis of the entanglement purification protocol, this state is too complicated
and cannot be handled. It would be helpful if there was no entanglement between
the different pairs. Fortunately, Alice and Bob can apply the following protocol
to the pairs, in order to handle this situation:

Step 1: On each pair of particles (aj , bj), they apply randomly one of the four
bi-lateral Pauli rotations σ(aj)

k ⊗ σ(bj)
k , where k = 0,1,2,3.

Step 2: Alice and Bob randomly renumber the pairs, (aj , bj) → (aπ(j), bπ(j))
where π ∈ S(N) is a permutation which has been chosen at random.

It is important to note that Alice and Bob deliberately discard the knowledge
about which permutation and which of the Pauli rotations have been applied to
the pairs. Obviously, they cannot force Eve to do the same thing. So Eve might
have a better description of the state of the pairs than Alice and Bob. Thus the
question remains whether this additional knowledge might help Eve. It is easy to
see that this is not the case: Eve’s description of the qubits has to be statistically
consistent with the state which Alice and Bob or the lab demon assign to the
two qubits. As we are going to show, at the end of the distillation process, the
lab demon knows that the pairs are pure EPR pairs. Eve can thus not have more
information about the pairs than the lab demon.6

After step 1, Alice’s and Bob’s knowledge about the state is summarized by
the density operator

ρ̃AB =
∑

µ1...µN

pµ1...µN
|B(a1b1)
µ1

· · · B(aNbN )
µN

〉〈B(a1b1)
µ1

· · · B(aNbN )
µN

| (6.12)

which corresponds to a classically correlated ensemble of pure Bell states (see
Fig. 6.5b). The fact that the pairs are classically correlated means that the order
in which they appear in the numbered ensemble may have some pattern, which
may have been imposed by Eve or by the channel itself. By applying step 2, the
order of the pairs is “randomized”; this will prevent Eve from making use of
any possibly pre-arranged order of the pairs, which Alice and Bob are meant to
follow in the course of the distillation process: they simply ignore this order.
6 In fact, Eve has less information than the lab demon, because she does not know

the results of his random number generator.
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The only correlation which remains is in the number of pairs which are in
a specific Bell state. In the limit of large N , it is consistent for all relevant
statistical predictions to describe the ensemble with the density operator

˜̃ρAB =

(∑
µ

pµ|Bµ〉〈Bµ|
)⊗N

≡ (ρab)⊗N . (6.13)

For finite N , the form of the state after step 2 is more complicated; however,
the subsequent arguments are also valid in that case.

At this stage, Alice and Bob have to check whether the pairs are “good
enough” for the distillation process, i. e. they have to make sure that the fidelity
F0 of the pairs is above the purification/security threshold (which coincide for
all practical purposes [37]). They can do this by local measurements on a fraction
of the pairs and classical communication.

In order to separate conceptual from technical considerations and to obtain
analytical results, we will first concentrate on a toy model where all the pairs
are either in the state |Φ+〉 or |Ψ+〉. In this case, we talk about binary pairs.

6.5.3 Binary Pairs

Let us assume that Alice and Bob initially share pairs in the state

ρAB = A
∣∣Φ+〉

AB

〈
Φ+
∣∣+B

∣∣Ψ+〉
AB

〈
Ψ+
∣∣ (6.14)

(binary pairs) with A = 1 − B > 1/2, and that the noise is of the form (6.10)
with the restriction that the error operators consist only of the identity and spin
flip operators:

ρa1a2... →
1∑

µ,ν=0

fµνσ
(a1)
µ σ(a2)

ν ρa1a2...σ
(a1)
µ σ(a2)

ν . (6.15)

Equation (6.15) describes a two-bit correlated spin-flip channel. The indices 1 and
2 indicate the source and target bit of the bilateral CNOT operation, respectively.
It is straightforward to show that, using this error model in the 2–EPP, binary
pairs will be mapped onto binary pairs.

At the beginning of the distillation process, Alice and Bob share an ensemble
of pairs described by (6.14). In this special case, one bit suffices for the error
flag. At this stage, all of these bits are set to zero. This reflects the fact that the
lab demon has the same a priori knowledge about the state of the ensemble as
Alice and Bob.

In each purification step, two of the pairs are combined. The lab demon first
simulates the noise channel (6.15) on each pair of pairs by using the random
number generator as described. Whenever he applies a σx operation to a qubit,
he inverts the error flag of the corresponding pair. Alice and Bob then apply the
2–EPP to each pair of pairs; if the measurement results in the last step of the
protocol coincide, the source pair will be kept. Obviously, the error flag of that
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remaining pair will also depend on the error flag of the the target pair, i. e. the
error flag of the remaining pair is a function of the error flags of both “parent”
pairs, which we call the flag update function. In the case of binary pairs, the flag
update function maps two bits (the error flags of both parents) onto one bit. In
total, there exist 16 different functions g : {0, 1}2 → {0, 1}. From these, the lab
demon chooses the logical AND function as the flag update function, i. e. the
error flag of the remaining pair is set to “1” if and only if both parent’s error
flags had the value “1”.

After each purification step, the lab demon divides all pairs into two subensem-
bles, according to the value of their error flags. By a straightforward calculation,
we obtain for the coefficients Ai and Bi, which completely describe the state of
the pairs in the subensemble with error flag i, the following recurrence relations:

A′
0 =

1
N

(f00(A2
0 + 2A0A1) + f11(B2

1 + 2B0B1)

+ fs(A0B1 +A1B1 +A0B0)) ,

A′
1 =

1
N

(
f00A

2
1 + f11B

2
0 + fsA1B0

)
,

B′
0 =

1
N

(f00(B2
0 + 2B0B1) + f11(A2

1 + 2A0A1)

+ fs(B0A1 +B1A1 +B0A0)) ,

B′
1 =

1
N

(
f00B

2
1 + f11A

2
0 + fsB1A0

)

(6.16)

with N = (f00 + f11)((A0 + A1)2 + (B0 + B1)2) + 2fs(A0 + A1)(B0 + B1) and
fs = f01 + f10.

Since Alice and Bob do not know the values of the error flags, they describe
the pairs in terms of A = A0 + A1 and B = B0 + B1 = 1− A as in (6.14). The
fidelity F is thus given by F = A.

For the case of uncorrelated noise, the error operations are applied indepen-
dently and with probability fµ(µ = 0, 1) to both qubits. This means that the
probability distribution fµν factorizes into fµν = fµfν . In this special case we
obtain the following expression for fixpoints of this map:

A∞
0 =

1
2
±
√
f0 − 3/4
f0 − 1

or A∞
0 =

1
2
,

A∞
1 = 0, B∞

0 = 0, B∞
1 = 1−A∞

0 .

(6.17)

The fixpoint of this map that is “relevant” for our discussion is defined by the
plus sign in the expression for A∞

0 above. It is not per se clear that a fixpoint is
also an attractor. In fact, we find that (6.17) gives a non-trivial fixpoint of (6.16)
for f0 ≥ 3/4, but this fixpoint is an attractor only for f0 > f crit

0 = 0.77184451
[37].

To summarize, we can identify three regimes for values of the noise parameter
(see Fig. 6.6): for a high noise level, when f0 < 3/4, the protocol is not in the
purification regime. From Alice’s and Bob’s point of view, the protocol converges
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Fig. 6.6. The values of A0, A1, B0, B1, F = A0 +A1, F
cond = A0 +B1 at the fixpoint

as a function of the noise parameter f0 [37]. For f0 < 0.75, the values of A1 and B1, as
well as the values of A0 and B0 are equal, and the respective lines lie on top of each
other. One can clearly see that for f0 < 0.75, the fidelity becomes 1/2, and the pairs
converge to the completely mixed state 1/2

(∣∣Ψ+〉〈
Ψ+

∣
∣ +

∣
∣Φ+〉〈

Φ+
∣
∣): the protocol is

not in the purification regime. For f0 > 0.75, the maximum achievable fidelity increases,
and approaches unity for f0 → 1. This corresponds to the fact that the protocol is in
the purification regime, and that it works better if the apparatus is more reliable.
However, the fidelity is strictly smaller than unity for f0 < 1. For the conditional
fidelity F cond = A0 + B1, however, the situation is different: above the critical value
fcrit
0 , it becomes strictly equal to unity. Since F cond is the fidelity or the pairs from the

lab demon’s point of view, any eavesdropper is factored out, and we call this regime the
security regime. The regime, where the protocol purifies but does not provide secure
EPR pairs is called intermediate regime (highlighted in grey). The inset shows the same
graphs on a logarithmic scale. In this graph, one can see that the parameters A1 and
B0 do not vanish only asymptotically, but become zero at f0 = fcrit

0

to the completely mixed binary state 1/2 (|Ψ+〉〈Ψ+|+ |Φ+〉〈Φ+|). For a low noise
level, when f0 > f crit

0 , the protocol converges to a state where A0 +B1 = 1 and
A1 = B0 = 0. This means that all pairs in the subensemble 0 are in the state
|Φ+〉, and all pairs in the subensemble 1 are in the state |Ψ+〉: From the lab
demon’s point of view, all pairs are in a pure state! For that reason, we will
call this regime the security regime of the entanglement purification protocol.
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Fig. 6.7. The evolution of the four parameters A0, A1, B0, and B1 in the security
regime. Note that both A1 and B0 decrease exponentially fast in the number of rounds.
The initial fidelity was 80%, and the values of the noise parameters were f00 = 0.8575,
f01 = f10 = f11 = 0.0475

For 3/4 ≤ f0 ≤ f crit
0 , the protocol is in the intermediate regime. This regime is

of no practical interest, since in this regime, the protocol converges very slowly.
However, the mere existence of the intermediate regime is interesting, as it shows
that purification and security are not trivially related to each other.

As we have already seen, the sum A0 + B1 is a measure for the purity of
these pairs from the lab demon’s point of view. We call this sum the conditional
fidelity F cond, since this is the fidelity which Alice and Bob would assign to the
pairs if they knew the values of the error flags.

We have also evaluated (6.16) numerically in order to investigate correlated
noise (see Fig. 6.7). Like in the case of uncorrelated noise, we found that the
coefficients A0 and B1 reach, during the distillation process, some finite value,
while the coefficients A1 and B0 decrease exponentially fast, whenever the noise
level is moderate.

The distillation process which was described in Fig. 6.2b now looks as in
Fig. 6.8, where the ensemble of pairs is now supplemented with an error flag
for each pair. One can see that in the course of the distillation process, strict
correlations are built up between the state of the pairs and the error flags λi.
In the asymptotic limit, each flag identifies the state of the corresponding pair
unambigously.

In other words, whenever the noise level is moderate, the conditional fidelity
converges to unity: entanglement purification can be used to create private en-
tanglement.

6.5.4 Bell-Diagonal Initial States

In the previous section we have considered the special case of binary pairs. For
arbitrary Bell diagonal states (6.13) and for noise of the form (6.10), the results
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Fig. 6.8. In the course of the distillation process, strict correlations are built up
between the state of the pairs and the error flags λi: (a) Initially, all error flags are set
to zero, and there exist no correlations between the states of the pairs and the error
flags; (b) after the first distillation round, there exist weak correlations. (c) Finally, in
the asymptotic limit, the error flags are strictly correlated with the states of the pairs,
and each flag identifies the state of the corresponding pair unambigously

Fig. 6.9. Typical evolution of the 16 parameters Aij , Bij , Cij , Dij with i, j ∈ {0, 1}
under the purification protocol. As in (6.6), the coefficients A,B,C, and D correspond
to the four Bell states which are indicated by “Phi+”, “Psi-”, “Psi+”, and “Phi-” on
one axis. The other axis shows the error flag λ ∈ {00, 01, 10, 11}. As one can see, only
the diagoal elements survive, which means that the error flag identifies the states of all
pair unambigously. The noise parameters in this plot are f00 = 0.83981, f0j = fi0 =
0.021131 and fij = 0.003712 for i, j ∈ {1, 2, 3}

are quite similar. However, the most important difference is that in the general
case the intermediate regime is much smaller than in the case of binary pairs.

As already mentioned, in general the error flag consists of two classical bits.
This means that the the lab demon has to use a more complicated flag update
function than in the case of binary pairs. In this case, the flag update function
has been found by looking at how errors are propagated during the course of the
distillation process. The details of this calculation can be found in [37].
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Fig. 6.10. The entanglement distribution process redistributes entanglement: at the
beginning, the EPR pairs are entangled with the communication channel, or maybe
even with an eavesdropper. In the end, however, the remaining EPR pairs are only
entangled with the laboratories, and the eavesdropper is factored out

Since the error flag represents four different values, the lab demon divides all
pairs into four subensembles, according to the value of their error flag λ. In each
of the subensembles the pairs are described by a Bell diagonal density operator,
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like in (6.6), which now depends on the subensemble. That means, in order to
completely specify the state of all four subensembles, we need 16 real numbers
Aij , Bij , Cij , Dij with i, j ∈ {0, 1}.

Figure 6.9 shows how these 16 parameters evolve under the action of the
distillation process: If the protocol is in the security regime, only the “diagonal”
elements survive and are identified by unambigously by the corresponding error
flag. Again, this means that from the lab demons point of view, all pairs are in
a pure state.

To summarize, we have found that in the entanglement distillation process,
entanglement is redistributed in the following sense (see Fig. 6.10): in the be-
ginning, there exists (unwanted) entanglement between the EPR pairs and the
quantum channel (Eve). The entanglement distillation process is not capable of
creating perfect EPR pairs, since the pairs become entangled with the laborato-
ries, due to uncontrolled interactions. Despite this fact, Eve is factored out, and
all entanglement between her and the EPR pairs is lost: Alice and Bob succeeded
in creating private entanglement and have thus a private, albeit noisy, quantum
channel.
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7 How to Correct Small Quantum Errors
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7.1 Introduction

Controling decoherence is one of the key problems for making quantum informa-
tion processing and quantum computation work. From the outset, when Peter
Shor announced his algorithm [20,21], many physicists felt that somewhere there
would be a price to pay for the miraculous exponential speedup. For example, if
the algorithm would require exponentially good adherence to specifications for
the quantum circuitry and exponentially low noise levels, it would have been
totally useless. Indeed it is far from easy to show that it does not make such
requirements.

In this article we look at the simpler, but equally fundamental problem of
quantum information transmission or storage. Is it possible to encode the quan-
tum data in such a way that even after some degradation they can largely be
restored by a suitable decoding operation? Assuming that the degrading deco-
herence effects are small to begin with, can restoration be made nearly perfect?

For classical information it is very simple to do this, namely by redundant
coding. If we want to send one bit through a noisy channel, we can reduce
errors by sending it three times and deciding by majority vote which value we
take at the output. Clearly, if errors have a small probability ε for a single
channel, they will have order ε2 for the triple channel, because we go wrong
only when two independent errors occur. Unfortunately, such a scheme cannot
work in the quantum case because it involves a copying operation, which is
forbidden by the No-Cloning Theorem [25]. So we have to look for subtler ways of
distributing quantum information among several systems and thereby reducing
the probability of errors. Indeed such schemes exist [4,22] and are the subject of
the exciting new field of quantum error correcting codes (see also the discussion
in Sect. 6.2).

The efficiency of such a scheme is measured by two parameters, namely how
many uses of the noisy channel are required, and the error level after correction.
The above simple classical scheme can be iterated to get the errors for a single
bit down to ε2

n

with 3n parallel uses of the channel. This is a large overhead
to correct a single bit. Better procedures work classically by coding several bits
at a time, and one can manage to make errors as small as desired with only a
finite overhead per bit. The minimal required overhead (or rather its inverse)
is, in fact, the central quantity of the coding theory [19] for noisy channels: one
defines the capacity of a channel as the number of bit transmissions per use of

A. Buchleitner and K. Hornberger (Eds.): LNP 611, pp. 263–286, 2002.
c© Springer-Verlag Berlin Heidelberg 2002
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the channel, in an optimal coding scheme for messages of length L → ∞ with
the property that the error probability goes to zero in this limit.

It is not a priori clear that the notion of channel capacity makes sense for
quantum information, i.e. that the capacity of a channel which produces only
small errors is nonzero and close to that of the ideal (errorless) channel. This
is indeed not even evident from most existing presentations of the theory of
quantum error correcting codes. Papers which address this problem, at least for
special cases like depolarizing channels are [5,7] and [16, Sec 7.16.2], while the
general case is treated more recently in [8,13]. The purpose of this paper is less
the presentation of new results but to show in an elementary and self-contained
way that small quantum errors can be corrected with an asymptotically small
effort.

The paper is organized as follows. We first review the basic notions concerning
quantum channels (Sect. 7.2), and give an abstract definition of the capacity
together with some elementary properties (Sect. 7.3). Then we discuss the theory
of error correcting codes (Sect. 7.4) and a particular scheme to construct such
codes which is based on graph theory (Sect. 7.5). In Sect. 7.6 and 7.7 we apply
this scheme to channel capacities and finally we draw our conclusions in Sect. 7.8.

7.2 Quantum Channels

According to the rules of quantum mechanics, every kind of quantum systems
is associated with a Hilbert space H, which for the purpose of this article we
can take as finite dimensional. Since even elementary particles require infinite
dimensional Hilbert spaces, this restriction means that we are usually only trying
to coherently manipulate a small part of the system. The simplest quantum
system has a two dimensional Hilbert space H = C

2, and is called a qubit, for
‘quantum bit’. The observables and states of the system are given by hermitian
linear operators on H. We write this as A ∈ B(H) for observables and as ρ ∈
B∗(H) for states (=density operators). This notation reflects distinctions1, which
become relevant only for infinite dimensional H, but helps even in the finite
dimensional case to distinguish Heisenberg and Schrödinger picture.

A quantum channel, which transforms input systems described by a Hilbert
spaceH1 into output systems described by a (possibly different) Hilbert spaceH2
is represented mathematically by a completely positive [24,15], unit preserving
map T : B(H2) → B(H1). Equivalently [12,23], each T can be written in the
form

T (A) =
n∑
j=1

F †
jAFj , (7.1)

1 “B” stands for bounded operators, i.e., operators such that ‖Aψ‖ ≤ c‖ψ‖ for a
suitable constant c ≡ ‖A‖. On the other hand, B∗(H) is the trace class, consisting of
all operators for which ‖ρ‖1 = tr

√
ρ†ρ is finite. For extensive background material

see [17].



7 How to Correct Small Quantum Errors 265

ρ0

U
n
itary

ρ T∗(ρ)

Fig. 7.1. Noisy channel T , represented by coupling to the environment (cf. (7.2))

where the Fj are operators H2 → H1, which are called Kraus operators, and
satisfy the normalization condition

∑n
j=1 F

†
j Fj = 1l.

The physical interpretation of T is the following. The expectation value of
an A measurement (A ∈ B(H2)) at the output side of the channel, on a system
which is initially prepared in the state ρ ∈ B∗(H1) is given in terms of T by
tr[ρT (A)]. Alternatively we can introduce the map T∗ : B∗(H1)→ B∗(H2) which
is dual to T , i.e. tr[T∗(ρ)A] = tr[ρT (A)]. It is uniquely determined by T (and
vice versa) and we can say that T∗ represents the channel in the Schrödinger
picture, while T provides the Heisenberg picture representation.

Let us consider now the special case that H1 = H2 = H. For example, T
describes the transmission of photons through an optical fiber or the storage in
some sort of quantum memory. Here we would most like to have channels which
do not affect the information at all, i.e. T = Id, the identity map on B(H).
We will call this case the ideal channel. In real situations, however, interaction
with the environment, i.e. additional, unobserved degrees of freedom, can not be
avoided. The general structure of such a noisy channel is given by

ρ �→ T∗(ρ) = trK
(
U(ρ⊗ ρ0)U†). (7.2)

where U : H⊗K → H⊗K is a unitary operator describing the common evolution
of the system (Hilbert space H) and the environment (Hilbert space K) and
ρ0 ∈ S(K) is the initial state of the environment (cf. Fig. 7.1). Note that each
T can be represented in this way (this is an easy consequence of the Stinespring
theorem[23]), however there are in general many possible choices for such an
“ancilla representation”.

7.3 Channel Capacities

As we have already pointed out in the introduction, the capacity of a quan-
tum channel is, roughly speaking, the number of qubits transmitted per channel
usage. In this section we will come to a more precise description.
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7.3.1 The cb-Norm

As a first step we need a measure for the difference between a noisy channel
T : B(H) → B(H) and its ideal counterpart. There are several mathematical
ways of expressing this, which turn out to be equivalent for our purpose. We
find it most convenient to take a norm difference, i.e., to consider ‖T − Id ‖cb
as a quantitative description of the noise level in T , where ‖ · ‖cb denotes a
certain norm, called the norm of complete boundedness (“cb-norm” for short). Its
physical meaning is that of the largest difference between probabilities measured
in two experimental setups, differing only by the substitution of T by Id. Since
this setup may involve further subsystems, and the measurement and preparation
may be entangled with the systems under consideration, we have to take into
account such additional systems in the definition of the norm. For a general
linear operator T : B(H2)→ B(H1) we set

‖T‖cb = sup
{
‖(T ⊗ Idn)(A)‖

∣∣∣ n ∈ N;A ∈ B(H2 ⊗ C
n); ‖A‖ ≤ 1

}
, (7.3)

where Idn denotes the identity on the n × n-matrices B(Cn). The cb-norm im-
proves the sometimes annoying property of the usual operator norm that quanti-
ties like ‖T ⊗ Idn ‖ may increase with the dimension n. A particular example for
a map with such a behavior is the transposition, e.g., the matrix transposition
Θd on the d× d-matrices B(Cd). Then

‖Θd ⊗ Idn ‖ = sup
‖A‖≤1

‖(Θd ⊗ Idn)(A)‖ ≥ min{d, n} . (7.4)

In fact, equality holds here [15], but we need only the inequality as stated. To
show it, we take A =

∑m
i,j=1 |ij〉〈ji| with m = min{d, n}. Then ‖A‖ = 1, but

(Θd ⊗ Idn)A =
∑m
i,j=1 |jj〉〈ii|, which is m times the one-dimensional projection

onto the normalized vectorm−1/2∑
i |ii〉. Hence the supremum in (7.4) is at least

m. In particular, we get ‖Θd‖cb ≥ d. This also covers the case d = ∞, so we
see that the sequence of suprema (7.3) with n fixed is unbounded. Conversely,
operators for which it stays bounded, i.e., those with ‖T‖cb < ∞ are called
completely bounded, from where the cb-norm has its name. Of course, in a finite
dimensional setup each linear map is automatically completely bounded. The
cb-norm has some nice features which we will use frequently. This includes its
multiplicativity ‖T1 ⊗ T2‖cb = ‖T1‖cb ‖T2‖cb and the fact that ‖T‖cb = 1 for
every channel. For more properties of the cb-norm we refer to [15].

7.3.2 Achievable Rates and Capacity

How can we reduce the error level ‖T − Id ‖cb? As an example, consider a small
unitary rotation, i.e., T (X) = U†XU , with ‖T − Id ‖cb ≤ 2‖U − 1l‖ small.
Then if we know U , it is easy to correct T by the inverse rotation, either before
T , as an “encoding” (E), or afterwards, as a “decoding” (D) operation. More
generally, we may use both, i.e., we are trying to make the combination ETD ≈
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Id, by careful choice of the channels E and D. Note that in this way we may
look at channels T which have different input and output spaces, and hence
cannot be compared directly with the ideal channel on any system. For such
channels there is no intrinsic way of defining “errors” as deviations from a desired
standard. Moreover, we are free to choose the Hilbert space H0 such that ETD :
B(H0)→ B(H0). For the product ETD to be defined, it is then necessary that
D : B(H0) → B(H2) and E : B(H1) → B(H0). The best error level we can
achieve deserves its own notation. We define

∆(T,M) = inf
E,D
‖ETD − IdM ‖cb , (7.5)

where the infimum is taken over all encodings E and decodings D and M is the
dimension of the space H0. Now for longer messages, e.g., a message of m qubits
(so that M = 2m) we need to use the channel more often. In the language of
classical information theory, we are using longer code words, say of length n. The
error for coding m qubits through n uses of the channel T is then ∆(T⊗n, 2m).
Can we make this small while retaining a good rate m/n of bits per channel?
Clearly there will be a trade-off between rate and errors, which is the basis of
the following Definition. The notation x�, read “floor x”, denotes the largest
integer ≤ x.

Definition 1 c ≥ 0 is called achievable rate for T , if

lim
n→∞

∆(T⊗n, 2cn�) = 0 . (7.6)

The supremum of all achievable rates is called the quantum-capacity of T and
is denoted by Q(T ).

Because c = 0 is always an achievable rate we have Q(T ) ≥ 0. On the other
hand, if every c > 0 is achievable we write Q(T ) =∞.

Often a coding scheme construction does not work for arbitrary integers, but
only for specific values of n, or the dimension of the coding space. However, this
is no serious restriction, as the following Lemma shows.

Lemma 2 Let (nα)α∈N be a strictly increasing sequence of integers such that
limα nα+1/nα = 1. Suppose Mα are integers such that limα∆(T⊗nα ,Mα) = 0.
Then any

c < lim inf
α

log2Mα

nα
(7.7)

is an admissible rate. Moreover, if the errors decrease exponentially, in the sense
that ∆(T⊗nα ,Mα) ≤ µe−λnα (µ, λ ≥ 0), then they decrease exponentially for all
n with rate

lim inf
n→∞

−1
n

ln∆(T⊗n, 2cn�) ≥ λ. (7.8)

Proof. Let us introduce the notation c+ = lim infα(log2Mα)/nα, so c < c+.
We pick η > 0 such that (1 + η)c < c+. Then for sufficiently large α ≥ α0 we
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have (nα+1/nα) ≤ (1 + η), and (log2Mα/nα) ≥ (1 + η)c. Now let n ≥ nα0 , and
consider the unique index α such that nα ≤ n ≤ nα+1. Then n ≤ (1+ η)nα and

2cn� ≤ 2cn ≤ 2c(1+η)nα ≤Mα. (7.9)

Clearly, ∆(T⊗n,M) decreases as n increases, because good coding becomes eas-
ier if we have more parallel channels, and increases with M , because if a cod-
ing scheme works for an input Hilbert space H0, it also works at least as well
for states supported on a lower dimensional subspace. Hence ∆(T⊗n, 2cn�) ≤
∆(T⊗nα ,Mα)→ 0. It follows that c is an admissible rate.

With the exponential bound on ∆ we find similarly that

∆(T⊗n, 2cn�) ≤ µ e−λnα ≤ µ e−λ/(1+η)n , (7.10)

so that the lim inf in (7.8) is ≥ λ/(1 + η). Since η was arbitrary, we get the
desired result. �

7.3.3 Elementary Properties

To determine Q(T ) in terms of Definition 1 is fairly difficult, because optimiza-
tion problems in spaces of exponentially fast growing dimensions are involved.
In particular, this renders each direct numerical approach practically impossi-
ble. In the classical situation, i.e. if we transfer classical information through a
classical channel Φ, we can define a capacity quantity C(Φ) in the same way as
above. An explicit calculation of C(Φ), however, can be reduced, according to
Shannons “noisy channel coding theorem” [19], to an optimization problem over
a low dimensional space, which does not involve the limit of inifinitely many par-
allel channels. A similar coding theorem for the quantum case is not yet known
– this is the biggest open problem concerning channel capacities.

Nevertheless, there are some special cases in which the capacity can be com-
puted explicity. The most relevant example is the ideal channel Idd on B(Cd). If
dn ≥M we can embed C

M into (Cd)⊗n, hence ∆(Id⊗n
d ,M) = 0 and we see that

the rate log2(d) can be achieved. Intuitively we expect that this is the best what
can be done, because it is impossible to embed a high- into a low-dimensional
space. This intuition is in fact correct, i.e. we have Q(Idd) = log2(d) for the ideal
channel. A precise proof of this statement is, however, not as easy as it looks
and we skip the details here. Maybe the easiest approach is to use the quantity
log2(‖ΘT‖cb) (where Θ denotes the transposition), which is an upper bound on
Q(T ) (cf. [10] or [24]). The same idea can be used to show that the quantum
capacity of a classical channel, or more generally a channel T which uses classical
information at an intermediate step, is zero. This is a reformulation of the “no
classical teleportation theorem” (cf. again [24]).

Another useful relation concerns the concatenation of two general channels
T1 and T2: We transmit quantum information first through T1 and then through
T2. It is reasonable to assume that the capacity of the composition T2T1 can not
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be bigger than the capacity of the channel with the smallest bandwidth. This
conjecture is indeed true and known as the “Bottleneck inequality”:

Q(T2T1) ≤ min{Q(T1), Q(T2)} . (7.11)

Alternatively we can use the two channels in parallel, i.e. we consider the tensor
product T1 ⊗ T2. In this case the capacity of the resulting channel is at least as
big as the sum of Q(T1) and Q(T2), i.e. Q is superadditive:

Q(T1 ⊗ T2) ≥ Q(T1) +Q(T2) (7.12)

(cf. [10] for a proof of both statements). To decide whether Q is even additive,
i.e. whether equality holds in (7.12), is another big open question about channel
capacities.

7.4 Quantum Error Correction

The definition of capacity requires that we correct errors in a collection of n
parallel channels T⊗n. Here the tensor product means that successive uses of the
channel are independent. For example, the physical system used as a carrier is
freshly prepared every time we use the channel. This independence is important
for error correcting schemes, because it prevents errors happening on different
channels to “conspire”.

Suggestive as it may be, quantum mechanics cautions us to be very careful
with this sort of language: just as we cannot assign trajectories to quantum
systems, it is problematic to speak about errors ‘happening’ in one channel, in a
situation where we must expect different classical pictures to ‘occur’ in quantum
mechanical superposition. This is to be kept in mind, when we now describe the
theory of quantum error correcting codes in the sense of Knill and Laflamme
[11], which is very much based on a classification of errors according to the place
where they occur. For example, the coding/decoding pair E,D will typically
have the property that E(T1 ⊗ T2 ⊗ · · · ⊗ Tn)D = Id, whenever the number of
positions at which Ti �= Id, i.e., the number of errors, is small (cf. Fig. 7.2).

In our presentation of the Knill–Laflamme Theory, we start from the error
corrector’s dream, namely the situation in which all the errors happen in an-
other part of the system, where we do not keep any of the precious quantum
information. This will help us to characterize the structure of the kind of errors
which such a scheme may tolerate, or ‘correct’. Of course, the dream is just a
dream for the situation we are interested in: several parallel channels, each of
which may be affected by errors. But the splitting of the system into subsystems,
mathematically the decomposition of the Hilbert space of the total system into
a tensor product is something we may change by a suitable unitary transforma-
tion. This is then precisely the role of the encoding and decoding operations.
The Knill–Laflamme theory is precisely the description of the situation where
such a unitary, and hence a coding/decoding scheme exists. Constructing such
schemes, however, is another matter, to which we will turn in the next section.



270 Michael Keyl and Reinhard F. Werner

7.4.1 An Error Corrector’s Dream

So consider a system split into H = Hg ⊗ Hb, where the indices g and b stand
for ‘good’ and ‘bad’. We prepare the system in a state ρ ⊗ |Ω〉〈Ω|, where ρ
is the quantum state we want to protect. Now come the errors in the form
of a completely positive map T (A) =

∑
i F

†
i AFi. Then according to the error

corrector’s dream, we would just have to discard the bad system, and get the
same state ρ as before.

The hardest demands for realizing this come from pure states ρ = |φ〉〈φ|,
because the only way that the restriction to the good system can again be |φ〉〈φ|
is that the state after errors factorizes, i.e.

T∗(|φ⊗Ω〉〈φ⊗Ω|) =
∑
i

|Fi(φ⊗Ω)〉〈Fi(φ⊗Ω)| = |φ〉〈φ| ⊗ σ . (7.13)

This requires that
Fi(φ⊗Ω) = φ⊗ Φi , (7.14)

where Φi ∈ Hb is some vector, which must be independent of φ if such an
equation is to hold for all φ ∈ Hg. Conversely, condition (7.14) implies (7.13) for
every pure state |φ〉〈φ| and, by convex combination, for every state ρ.

Two remarks are in order. Firstly, we have not required that Fi = 1l ⊗ F ′
i .

This would be equivalent to demanding that this scheme works with every Ω, or
indeed with every (possibly mixed) initial state of the bad system. This would
be much too strong for a useful theory of codes. So later on we must insist on
a proper initialization of the bad subsystem by a suitable encoding. Secondly, if
we have the condition (7.14) for the Kraus operators of some channel T , then
it also holds for all channels whose Kraus operators can be written as linear
combinations of the Fi. In other words, the “set of correctible errors” is naturally
identified with the vector space of operators F such that there is a vector Φ ∈ Hb
with F (φ ⊗ Ω) = φ ⊗ Φ for all φ ∈ Hg. This space will be called the maximal

E
ncoding

D
ecoding

1l

1l

1l

1l

T1

ρ ρ

Fig. 7.2. A “five bit quantum code”, encoding one qubit into five and correcting one
error. An arbitrary noisy channel inserted for T1 or, similarly, at any one of the other
four locations has no effect on the final output



7 How to Correct Small Quantum Errors 271

error space of the coding scheme, and will be denoted by Emax. Usually, a code
is designed for a given error space E . Then the statement that these given errors
are corrected simply becomes E ⊂ Emax. The key observation, however, is that
the space of errors is a vector space in a natural way, i.e., if we can correct two
types of errors, then we can also correct their superposition.

7.4.2 Realizing the Dream by Unitary Transformation

Let us now consider the situation in which we want to send states of a small
system with Hilbert space H1 through a channel T : B(H2)→ B(H2). The Kraus
operators of T lie in an error space E ⊂ B(H2), which we assume to be given.
No more assumptions will be made about T . Our task is now to devise coding
E and decoding D so that ETD is the identity on B(H1).

The idea is to realize the error corrector’s dream by suitable encoding. The
‘good’ space in that scenario is, of course, the space H1. We are looking for a way
to rewrite H2 as H1⊗Hb. Actually, a unitary isomorphism between these spaces
may be asking too much, and indeed it suffices to split a subspace of H2 into a
product of good and bad spaces. This requires an isometry U : H1 ⊗Hb → H2,
which satisfies U∗U = 1l, but need not be onto. Then the encoding, written best
in the Schrödinger picture, is tensoring with an initial state Ω as before, but
now with an additional twist by U :

E∗(ρ) = U(ρ⊗ |Ω〉〈Ω|)U† . (7.15)

The decoding operation D is again taking the partial trace over the bad space
Hb, after reversing of U . Since U is only an isometry and not necessarily unitary
we need an additional term to make D unit preserving. The whole operation is
best written in the Heisenberg picture:

D(X) = U(X ⊗ 1l)U† + tr(ρ0X)(1l− UU†) , (7.16)

where ρ0 is an arbitrary density operator. These transformations are successful,
if the error space (transformed by U) behaves as before, i.e., if for all F ∈ E
there are vectors Φ(F ) ∈ Hb such that, for all φ ∈ H1

FU(φ⊗Ω) = U(φ⊗ Φ(F )) (7.17)

holds. This equation describes precisely the elements F ∈ Emax of the maximal
error space.

To check that we really have ETD = Id for any channel T (A) =
∑
i F

†
i AFi

with Fi ∈ Emax, it suffices to consider pure input states |φ〉〈φ|, and the measure-
ment of an arbitrary observable X at the output:

tr
[|φ〉〈φ|ETD(X)

]
=
∑
i

tr
[
U |φ⊗Ω〉〈φ⊗Ω|U†FiU(X ⊗ 1l)U†Fi

]

=
∑
i

tr
[|φ⊗ Φ(Fi)〉〈φ⊗ Φ(Fi)|X ⊗ 1l

]

= 〈φ,Xφ〉
∑
i

‖Φ(Fi)‖2 = 〈φ,Xφ〉. (7.18)
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In the last equation we have used that
∑
i ‖Φ(Fi)‖2 = 1, since E, T , and D each

map 1l to 1l.

7.4.3 The Knill–Laflamme Condition

The encoding E defined in (7.15) is of the form E∗(ρ) = V ρV † with the encoding
isometry V : H1 → H2 given by

V φ = U(φ⊗Ω) . (7.19)

If we just know this isometry and the error space we can reconstruct the whole
structure, including the decomposition H2 = H1⊗Hb⊕(1l−UU†)H2, and hence
the decoding operation D. A necessary condition for this, first established by
Knill and Laflamme [11], is that, for arbitrary φ1, φ2 ∈ H1 and error operators
F1, F2 ∈ E :

〈V φ1, F
†
1F2V φ2〉 = 〈φ1, φ2〉ω(F †

1F2) (7.20)

holds with some numbers ω(F †
1F2) independent of φ1, φ2. Indeed, from (7.17)

we immediately get this equation with ω(F †
1F2) = 〈Φ(F1), Φ(F2)〉. Conversely,

if the Knill–Laflamme condition (7.20) holds, the numbers ω(F †
1F2) serve as

a (possibly degenerate) scalar product on E , which upon completion becomes
the ‘bad space’ Hb, such that F ∈ E is identified with a Hilbert space vector
Φ(F ). The operator U : φ ⊗ Φ(F ) = FV φ is then an isometry, as used at the
beginning of this section. To conclude, the Knill–Laflamme condition is necessary
and sufficient for the existence of a decoding operation. Its main virtue is that
we can use it without having to construct the decoding explicitly.

7.4.4 Example: Localized Errors

Let us come back to the problem we are addressing in this paper. In that case
the space H2 is the n-fold tensor product of the system H on which the noisy
channels under consideration act. We say that a coding isometry V : H1 → H⊗n

corrects f errors, if it satisfies the Knill–Laflamme condition (7.20) for the error
space Ef spanned linearly by all operators of the kind X1⊗X2⊗· · ·⊗Xn, where
at most f places we have a tensor factor Xi �= 1l.

When F1 and F2 are both supported on at most f sites, the product F †
1F2,

which appears in the Knill–Laflamme condition involves 2f sites. Therefore we
can paraphrase the condition by saying that

〈V φ1, XV φ2〉 = 〈φ1, φ2〉ω(X) (7.21)

for X ∈ E2f . From Kraus operators in Ef we can build arbitrary channels of the
kind T = T1⊗T2⊗· · ·⊗Tn, where at most f of the tensor factors Ti are channels
different from Id. We will use this in the form that E(R1⊗R2⊗· · ·⊗Rn)D = 0,
whenever at most f tensor factors are Ri �= Id, and at least one of them is a
difference of two channels.
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There are several ways to construct error correcting codes of this type (see
e.g. [6,3,1]). Most appropriate for our purposes is the scheme proposed in [18],
which is quite easy to describe and admits a simple way to check the error
correction condition. This will be the subject of the next section.

7.5 Graph Codes

The general scheme of graph codes works not just for qubits, but for any dimen-
sion d of one site spaces. The code will have some number m of input systems,
which we label by a set X, and, similarly n output systems, labeled by a set Y .
The Hilbert space of the system with label x ∈ X ∪ Y will be denoted by Hx
although all these are isomorphic to C

d, and are equipped with a special basis
|jx〉, where jx ∈ Zd is an integer taken modulo d. As a convenient shorthand,
we write jX for a tuple of jx ∈ Zd, specified for every x ∈ X. Thus the |jX〉
form a basis of the input space HX =

⊗
x∈X Hx of the code. An operator F ,

say, on the output space will be called localized on a subset Z ⊂ Y of systems,
if it is some operator on

⊗
y∈Z Hy, tensored with the identity operators of the

remaining sites.

Fig. 7.3. Two graph codes

The main ingredient of the code con-
struction is now an undirected graph with
vertices X ∪Y . The links of the graph are
given by the adjacency matrix, which we
will denote by Γ . When we have |X| = m
input vertices and |Y | = n output ver-
tices, this is an (n+m)× (n+m) matrix
with Γxy = 1 if node x and y are linked
and Γxy = 0 otherwise. We do allow mul-
tiple edges, so the entries of Γ will in gen-

eral be integers, which can also be taken modulo d. It is convenient to exclude
self-linked vertices, so we always take Γxx = 0.

The graph determines an operator V = VΓ : HX → HY by the formula

〈jY |VΓ |jX〉 = d−n/2 exp
(

iπ
d
jX∪Y · Γ · jX∪Y

)
, (7.22)

where the exponent contains the matrix element of Γ

jX∪Y · Γ · jX∪Y =
∑

x,y∈X∪Y
jxΓxyjy . (7.23)

Because Γ is symmetric, every term in this sum appears twice, hence adding a
multiple of d to any jx or Γxy will change the exponent in (7.22) by a multiple
of 2π, and thus will not change VΓ .

The error correcting properties of VΓ are summarized in the following result
[18]. It is just the Knill–Laflamme condition (7.20) with a special expression for
ω, valid for all error operators such that F †

1F2 is localized on a set Z.
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Proposition 3 Let Γ be a graph, i.e., a symmetric matrix with entries Γxy ∈
Zd, for x, y ∈ (X ∪ Y ). Consider a subset Z ⊂ Y , and suppose that the
(Y \ Z)× (X ∪ Z)-submatrix of Γ is non-singular, i.e.,

∀y∈Y \Z
∑

x∈X∪Z
Γyxhx ≡ 0 implies ∀x∈X∪Z hx ≡ 0 (7.24)

where congruences are mod d. Then, for every operator F ∈ B(HY ) localized
on Z, we have

V †
ΓFVΓ = d−n tr(F )1lX . (7.25)

Proof. It will be helpful to use the notation for collections of variables, already
present in (7.23) more systematically: for any subset W ⊂ X∪Y we write jW for
the collection of variables jy with y ∈W . The Kronecker-Delta δ(jW ) is defined
to be zero if for any y ∈ W jy �= 0, and one otherwise. By jW · ΓWW ′ · kW ′ we
mean the suitably restricted sum, i.e.,

∑
x∈W,y∈W ′ jxΓxyky. The important sets

to which we apply this notation are X ′ = (X ∪Z) and Y ′ = Y \Z. In particular,
the condition on Γ can be written as ΓY ′X′jX′ = 0 =⇒ jX′ = 0.

Consider now the matrix element

〈jX |V †
ΓFVΓ |kX〉 =

∑
jY ,kY

〈jX |V †
Γ |jY 〉〈jY |F |kY 〉〈kY |VΓ |kX〉 (7.26)

= d−n
∑
jY ,kY

exp
[
iπ
d

(kX∪Y · Γ · kX∪Y − jX∪Y · Γ · jX∪Y )
]

×〈jY |F |kY 〉 .

Since F is localized on Z, the matrix element contains a factor δjy,ky for every
y ∈ Y \ Z = Y ′, so we can write 〈jY |F |kY 〉 = 〈jZ |F |kZ〉δ(jY ′ − kY ′). Therefore
we can compute the sum (7.26) in stages:

〈jX |V †
ΓFVΓ |kX〉 =

∑
jZ ,kZ

〈jZ |F |kZ〉S(jX′ , kX′) , (7.27)

where S(jX′ , kX′) is the sum over the Y ′-variables, which, of course, still depends
on the input variables jX , kX and the variables jZ , kZ at the error positions:

S(jX′ , kX′) = d−n
∑

jY ′ ,kY ′

δ(jY ′ − kY ′) (7.28)

× exp
[
iπ
d

(kX∪Y · Γ · kX∪Y − jX∪Y · Γ · jX∪Y )
]
.

The sums in the exponent can each be split into four parts according to the
decomposition X ′ vs. Y ′. The terms involving ΓY ′Y ′ cancel because kY ′ = jY ′ .
The terms involving ΓX′Y ′ and ΓY ′X′ are equal because Γ is symmetric, and
together give 2jY ′ · ΓY ′X′ · (kX′ − jX′). The ΓX′X′ remain unchanged, but only
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give a phase factor independent of the summation variables. Hence

S(jX′ , kX′) = d−n exp
[
iπ
d

(kX′ · Γ · kX′ − jX′ · Γ · jX′)
]

×
∑
jY ′

exp
[
2πi
d
jY ′ · ΓY ′X′ · (kX′ − jX′)

]

= d−n exp
[
iπ
d

(kX′ · Γ · kX′ − jX′ · Γ · jX′)
]

×d|Y ′| δ(ΓY ′X′ · (kX′ − jX′))

= d−n+|Y ′| exp
[
iπ
d

(kX′ · Γ · kX′ − jX′ · Γ · jX′)
]

×δ(kX′ − jX′)

= d−n+|Y ′|δ(kX′ − jX′) . (7.29)

Here we used at the first equation that the sum is a product of geometric series
as they appear in discrete Fourier transforms. At the second equality the main
condition of the Proposition enters: if

∑
x∈X′ Γyx ·(kx−jx) vanishes for all y ∈ Y ′

as required by the delta-function then (and only then) the vector kX′−jX′ must
vanish. But then the two terms in the exponent of the phase factor also cancel.

Inserting this result into (7.27), and using that δ(hX′) = δ(hX)δ(hZ), we find

〈jX |V †
ΓFVΓ |kX〉 = δ(jX − kX) d−n+|Y ′|

∑
jZ

〈jZ |F |jZ〉

= δ(jX − kX) d−n
∑
jY

〈jY |F |jY 〉 .

Here the error operator is considered in the first line as an operator on HZ , and
as an operator on HY in the second line, by tensoring it with 1lY ′ . This cancels
the dimension factor d|Y ′|. �

All that is left to get an error correcting code is to ensure that the conditions
of this Proposition are satisfied sufficiently often. This is evident from combining
the above Proposition with the example at the end of Sect. 7.4.3.

Corollary 4 Let Γ be a graph as in the previous Proposition, and suppose that
the (Y \ Z)× (X ∪ Z)-submatrix of Γ is non-singular for all Z ⊂ Y with up to
2f elements. Then the code associated to Γ corrects f errors.

Two particular examples (which actually turn out to be equivalent!) are given
in Fig. 7.3. In both cases we have N = 1, M = 5 and K = 1, i.e., there is one
input node – which can be chosen arbitrarily – and five output nodes, and the
corresponding codes correct one error.
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7.6 Discrete to Continuous Error Model

The discrete error correction scheme described in the last section is not really
designed to correct small errors: it corrects rare errors in multiple applications of
the channel. A typical example of a small (but not rare) error is a small unitary
rotation, T (X) = U†XU . Then ‖T − Id ‖cb can be small, but since the same
small error happens to each of the parallel channels in T⊗n, the error patterns
of discrete error correction, as encoded in the space E of Sect. 7.4, at first sight
do not seem to be appropriate at all. Nevertheless, the discrete theory can be
applied, and this is the content of the following Proposition. It is the appropriate
formulation of “reducing the order of errors from ε to εf+1”.

Proposition 5 Let T : B(H) → B(H) be a channel, and let E,D be encoding
and decoding channels for coding m systems into n systems. Suppose that this
coding scheme corrects f errors, and that

‖T − Id ‖cb ≤ (f + 1)/(n− f − 1). (7.30)

Then
‖ET⊗nD − Id ‖cb ≤ ‖T − Id ‖f+1

cb 2nH2((f+1)/n) , (7.31)

where
H2(r) = −r log2 r − (1− r) log2(1− r) (7.32)

denotes the Shannon entropy of the probability distribution (r, 1− r).
Proof. Into ET⊗nD, we insert the decomposition T = Id +(T − Id) and expand
the product. This gives 2n terms, containing tensor products with some number,
say k, of tensor factors (T − Id) and tensor factors Id on the remaining (n− k)
sites. Now when k ≤ f , the error correction property makes the term zero. Terms
with k > f we estimate by ‖T − Id ‖kcb. Collecting terms we get

‖ET⊗nD − Id ‖cb ≤
n∑

k=f+1

(
n

k

)
‖T − Id ‖kcb . (7.33)

The rest then follows from the next Lemma (with r = (f + 1)/n). It treats the
exponential growth in n for truncated binomial sums. �

Lemma 6 Let 0 ≤ r ≤ 1 and a > 0 such that a ≤ r/(1 − r). Then, for all
integers n:

1
n

log

(
n∑

k=rn

(
n

k

)
ak

)
≤ log

(
ar) +H2(r) . (7.34)

Proof. For λ > 0 we can estimate the step function by an exponential, and get
n∑

k=rn

(
n

k

)
ak ≤

n∑
k=0

(
n

k

)
akeλ(k−rn)

= e−λrn(1 + aeλ
)n = M(λ)n (7.35)
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with M(λ) = e−λr(1+aeλ
)
. The minimum over all real λ is attained at aeλmin =

r/(1 − r). We get λmin ≥ 0 precisely when the conditions of the Lemma are
satisfied, in which case the bound is computed by evaluating M(λ). �

Suppose now that we find a family of coding schemes with n,m → ∞ with
fixed rate r ≈ (m/n) of inputs per output, and a certain fraction f/n ≈ ε of
errors being corrected. Then we can apply the Proposition and find that the
errors can be estimated from above by

∆
(
T⊗n, dm

) ≤ (2H2(ε) ‖T − Id ‖εcb
)n

, (7.36)

where d is the Hilbert space dimension of each input system. This goes to zero,
and even exponentially to zero, as soon as the expression in parentheses is < 1.
This will be the case whenever ‖T − Id ‖cb is small enough, or, more precisely,

‖T − Id ‖cb ≤ 2−H2(ε)/ε . (7.37)

Note in addition that we have for all n ∈ N

2H2(ε)/ε <
ε− 1

n

1− ε+ 1
n

. (7.38)

Hence the bound from (7.30) is implied by (7.37).
The function appearing on the right hand side of (7.37) looks rather compli-

cated, so we will often replace it by a simpler one, namely

ε

e
≤ 2−H2(ε)/ε , (7.39)

where e is the base of natural logarithms; cf. Fig. 7.4. The proof of this in-
equality is left to the reader as exercise in logarithms. The bound is very good
(exact to first order) in the range of small ε, in which we are most interested
anyhow. In any case, from ‖T − Id ‖cb ≤ ε/e we can draw the same conclusion as
from (7.37): exponentially decreasing errors, provided we can actually find code
families correcting a fraction ε of errors. This will be the aim of the next section.

7.7 Coding by Random Graphs

Our aim in this section is to apply the theory of graph codes to construct a family
of codes with positive rate. It is not so easy to construct such families explicitly.
However, if we are only interested in existence, and do not attempt to get the best
possible rates, we can use a simple argument, which shows not only the existence
of codes correcting a certain fraction of errors, but even that “typical graph
codes” for sufficiently large numbers of inputs and outputs have this property.
Here “typical” is in the sense of the probability distribution, defined by simply
setting the edges of the graph independently, and each according to the uniform
distribution of the possible values of the adjacency matrix. For the random
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Fig. 7.4. The two bounds from (7.39) plotted as a function of ε

method to work we need the dimension of the underlying one site Hilbert space
to be a prime number. This curious condition is most likely an artefact of our
method, and will be removed later on.

We have seen that a graph code corrects many errors if certain submatrices
of the adjacency matrix have maximal rank. Therefore we need the following
Lemma.

Lemma 7 Let d be a prime, M < N integers and let X be an N ×M -matrix
with independent and uniformly distributed entries in Zd. Then X is singular
over the field Zd with probability at most d−(N−M).

Proof. The sum of independent uniformly distributed random variables in Zd is
again uniformly distributed. Moreover, since d is prime, this distribution is in-
variant under multiplication by non-zero factors. Hence if xj ∈ Zd (j = 1, . . . , N)
are independent and uniformly distributed, and φj ∈ Zd are non-random con-
stants, not of all of which are zero,

∑N
j=1 xjφj is uniformly distributed. Hence,

for a fixed vector φ ∈ Zd
M , the N components (Xφ)k =

∑M
j=1Xkjφj are in-

dependent uniformly distributed random variables. Hence the probability for
Xφ = 0 for some fixed φ �= 0 is d−N . Since there are dM − 1 vectors φ to be
tested, the probability for some φ to yield Xφ = 0 is at most dM−N . �

Proposition 8 Let d be a prime, and let Γ be a symmetric (n+m)× (n+m)-
matrix with entries in Zd, chosen at random such that Γkk = 0 and that the Γkj
with k > j are independent and uniformly distributed. Let P be the probability
for the corresponding graph code not to correct f errors (with 2f < n). Then
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1
n

logP ≤
(m
n

+
4f
n
− 1
)
log d+H2

(2f
n

)
. (7.40)

Proof. Each error configuration is a 2f -element subset of the n output nodes.
According to Proposition 3 we have to decide, whether the corresponding (n −
2f) × (m + 2f)-submatrix of Γ , connecting input and error positions with the
remaining output positions, is singular or not. Since this submatrix contains
no pairs Γij , Γji, its entries are independent and satisfy the conditions of the
previous Lemma. Hence the probability that a particular configuration of f
errors goes uncorrected is at most d(m+2f)−(n−2f). Since there are

(
n
2f

)
possible

error configurations among the outputs, we can estimate the probability of any
2f site error configuration to be undetected as less than

(
n
2f

)
dm−n+4f . Using

Lemma 6 we can estimate the binomial as log
(
n
2f

) ≤ nH2(2f/n), which leads to
the bound stated. �

In particular, if the right hand side of the inequality in (7.40) is negative,
we get P < 1, so that there must be at least one matrix Γ correcting f errors.
The crucial point is that this observation does not depend on n, but only on the
rate-like parameters m/n and f/n. Let us make this behaviour a Definition:

Definition 9 Let d be an integer. Then we say a pair (µ, ε) consisting of a
coding rate µ and an error rate ε is achievable, if for every n we can find an
encoding E of at least (µn) d-level systems into n d-level systems correcting εn�
errors.

Then we can paraphrase the last Proposition as saying that all pairs (µ, ε)
with

(1− µ− 4ε) log2 d > H2(2ε) (7.41)

are achievable. This is all the input we need for the next section, although a
better coding scheme, giving larger µ or larger ε would also improve the rate
estimates proved there. Such improvements are indeed possible. E.g. for the
qubit case (d = 2) it is shown in [3] that there is always a code which saturates
the quantum Gilbert–Varshamov bound (1 − µ − 2ε log2(3)) > H2(2ε), which is
slightly better than our result.

But there are also known limitations, particularly the so-called Hamming
bound. This is a simple dimension counting argument, based on the error correc-
tor’s dream: Assuming that the scalar product (F,G) �→ ω(F †G) on the error
space E is non-degenerate, the dimension of the “bad space” is the same as the
dimension of the error space. Hence with the notations of Sect. 7.4 we expect
dimH0 · dim E ≤ dimH2. We now take m input systems and n output systems
of dimension d each, so that dimH1 = dm and dimH2 = dn. For the space of
errors happening at at most f places we introduce a basis as follows: at each site
we choose a basis of B(H) consisting of d2 − 1 operators plus the identity. Then
a basis of E is given by all tensor products with basis elements �= 1l placed at
j ≤ f sites. Hence dim E =

∑
j≤f

(
n
j

)
(d2 − 1)j . For large n we estimate this as
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Fig. 7.5. Singleton bound (7.43) and Hamming bound (7.42), together with the rate
achieved by random graph coding (for d = 2). The allowed regions are below the
respective curve

in Lemma 5 as log dim E ≈ (f/n) log2(d2 − 1) +H2(f/n). Hence the Hamming
bound becomes

m

n
log2 d+H2(ε) +

f

n
log2(d

2 − 1) ≤ log2 d (7.42)

which (with d2 � 1) is just (7.41) with a factor 1/2 on all errors.
If we drop the nondegeneracy condition made above it is possible to find codes

which break the Hamming bound [5]. In this case, however, we can consider the
weaker Singleton bound, which has to be respected by those degenerate codes as
well. It reads

1− m

n
≥ df

n
. (7.43)

We omit its proof here (see Sect. 12.4 in [14] instead). Both bounds are plotted
together with the rate achieved by random graph coding in Fig. 7.5 (for d = 2).

7.8 Conclusions

We are now ready to combine our discussion of channel-capacity from Sect. 7.3
with the results about error correction we have derived in the previous sections.
Please note that most of the result presented here can be found in [8,13], in some
cases with better bounds.
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7.8.1 Correcting Small Errors

We first look at the problem which motivated our study, namely estimating the
capacity of a channel T ≈ Id.

Theorem 10 Let d be a prime, and let T be a channel on d-level systems.
Suppose that for some 0 < ε < 1/2,

‖ Id−T‖cb < 2−H2(ε)/ε . (7.44)

Then
Q(T ) ≥ (1− 4ε) log2(d)−H2(2ε) . (7.45)

Proof. For every n set f = εn�, and m = µn� − 1, where µ is, up to a log2(d)
factor, the right hand side of (7.45), i.e. µ = 1 − 4ε − log2(d)−1H2(2ε). This
ensures that the right hand side of (7.40) is strictly negative, so there must be a
code for d-level systems, with m inputs and n outputs, and correcting f errors.
To this code we apply Proposition 5, and insert the bound on ‖ Id−T‖cb into
(7.36). Thus ∆(T⊗n, d�µn�−1) → 0, even exponentially. This means that any
number < µ log2(d) is an achievable rate. In other words, µ log2(d) is a lower
bound to the capacity. �

If ε > 0 is small enough, the quantity on the right hand side of (7.45) is strictly
positive (cf. the dotted graph in Fig. 7.5). Hence each channel which is sufficiently
close to the identity allows (asymptotically) perfect error correction. Beyond that
we see immediately that Q(T ) is continous (in the cb-norm) at T = Id: Since
Q(T ) is smaller than log2(d) and g(ε) is continuous in ε with g(0) = log2(d), we
find that for each δ > 0 an ε > 0 exists, such that log2(d)−Q(T ) < ε for all T
with ‖T − Id ‖cb < ε/e. In other words, if T is arbitrarily close to the identity
its capacity is arbitrarily close to log2(d). In Corollary 12 below we will show
the significantly stronger statement that Q is a lower semicontinuous function
on the set of all channels.

7.8.2 Estimating Capacity from Finite Coding Solutions

A crucial consequence of the ability to correct small errors is that we do not
actually have to compute the limit defining the capacity: if we have a pretty
good coding scheme for a given channel, i.e., one that gives us ET⊗nD ≈ Idd,
then we know the errors can actually be brought to zero, and the capacity is
close to the nominal rate of this scheme, namely log2(d)/n.

Theorem 11 Let T be a channel, not necessarily between systems of the same
dimension. Let k, p ∈ N with p a prime number, and suppose there are channels
E and D encoding and decoding a p-level system through k parallel uses of T ,
with error ∆ = ‖ Idp−ET⊗kD‖cb < 1/2e. Then

Q(T ) ≥ log2(p)
n

(1− 4e∆)− 1
n
H2(2e∆) . (7.46)

Moreover, Q(T ) is the least upper bound on all expressions of this form.
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Proof. We apply Proposition 10 to the channel T̃ = ET⊗nD. With the random
coding method we thus find a family of coding and decoding channels Ẽ and D̃
from m′ into n′ systems, of p levels each, such that

‖ Id−Ẽ(ET⊗kD
)⊗n′

D̃‖cb → 0. (7.47)

This can be reinterpreted as an encoding of pm
′
-dimensional systems through

kn′ uses of the channel T (rather than the channel T̃ ), which corresponds to
a rate (kn′)−1 log2(pm

′
) = (log2 p/k)(m′/n′). We now argue exactly as in the

proof of the previous proposition, with ε = e∆, so that

‖ Idp−ET⊗kD‖cb = ε/e ≤ 2H2(ε)/ε (7.48)

by (7.39). By random graph coding we can achieve the coding ratio µ ≈ (m′/n′) =
1− 4ε− log2(p)−1H2(2ε), and have the errors ∆(T̃⊗n′

, pm
′
) go to zero exponen-

tially. Since

∆(T⊗kn′
, pm

′
) ≤ ∆(T̃⊗n′

, pm
′
) ≤ ‖ Id−Ẽ(ET⊗kD

)⊗n′
‖cb , (7.49)

we can apply Lemma 2 to the channel T (where the sequence nα is given by nα =
nα) and find that the rate µ(log2 p/k) is achievable. This yields the estimate
claimed in (7.46).

To prove the second statement, consider the function x → p(x) which asso-
ciates to each real number x ≥ 2 the biggest prime p(x) with p(x) ≤ x. From
known bounds on the length of gaps between two consecutive primes [9]2 it fol-
lows that limx→∞ x/p(x) = 1 holds, hence we get 2kc/p(2kc) ≤ 1 + δ′ for an
arbitrary δ′ > 0, provided n is large enough, but this implies

c− log2
[
p(2kc)

]
k

<
log2(1 + δ′)

k
. (7.50)

Since we can choose an achievable rate c arbitrarily close to the capacity Q(T )
this shows that there is for each δ > 0 a prime p and a positive integer k such
that |Q(T )− log2(p)/k| ≤ δ. In addition we can find a coding scheme E, D for
T⊗k such that (7.48) holds, i.e. the right hand side of (7.46) can be arbitrarily
close to log2(p)/k, and this completes the proof. �

This theorem allows us to derive very easily an important continuity property
of the quantum capacity, namely the property that the capacity cannot suddenly
drop by a finite amount. Technically, this is known as “lower semicontinuity”.
Equivalent precise statements for a real valued function F on a topological space
are [2] (1) lim infx→y F (x) ≥ F (y) for all y, (2) the upper level sets F−1

(
(x,∞]

)
are open for each x ∈ R, and (3) that F is the pointwise supremum of continuous
functions. The latter characterization immediately applies to capacity: Since the
right hand side of (7.46) is continuous in T , and since Q(T ) is (according to
Proposition 11) the supremum over such quantities, we get:

Corollary 12 T �→ Q(T ) is lower semi-continuous in cb-norm.
2 If pn denotes the nth prime and g(pn) = pn+1 − pn is the length of the gap between
pn and pn+1, it is shown in [9] that g(p) is bounded by const · p5/8+ε.
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7.8.3 Error Exponents

Another consequence of Theorem 11 concerns the rate with which the error
∆(T⊗n, 2�cn�) decays in the limit n → ∞. Theorem 11 says, roughly speaking,
that we can achieve every rate c < Q(T ) by combining a coding scheme E,D with
subsequent random-graph coding Ẽ, D̃. However, the error ∆

[
(ET⊗nD)⊗l, pk

]
decays according to (7.36) and Proposition 8 exponentially. A more precise anal-
ysis of this idea leads to the following (cf. also the work by Hamada [8])

Proposition 13 If T is a channel with quantum capacity Q(T ) and c < Q(T ),
then, for sufficiently large n, we have

∆(T⊗n, 2�cn�) ≤ e−nλ(c) , (7.51)

with a positive constant λ(c).

Proof. We start as in Theorem 11 with the channel T̃ = ET⊗kD and the
quantity ∆ = ‖ Idp−ET⊗kD‖cb. However, instead of assuming that ∆ = ε/e
holds, the full range e∆ ≤ ε ≤ 1/2 is allowed for the error rate ε. Using the same
arguments as in the proof of Theorem 11, we get an achievable rate

c(k, p, ε) =
log2(p)
k

(
1− 4ε− H2(2ε)

log2(p)

)
, (7.52)

and an exponential bound on the coding error:

∆(T⊗kn′
, pm

′
) ≤ ‖ Id−Ẽ(ET⊗kD

)⊗n′
‖cb ≤

(
2H2(ε)∆ε

)n′

; (7.53)

cf. (7.36) and (7.49).
To calculate the exponential rate λ(c) with which the coding error vanishes

we have to consider the quantity

λ(c) = lim inf
n→∞

− 1
n

ln∆(T⊗n, 2nc�) ≥ lim
n′→∞

−1
kn′n

′ ln
(
2H2(ε)∆ε

)
(7.54)

≥ − ε
k

(
ln(∆) + ln 2

H2(ε)
ε

)
= −εΛ(∆, ε)/k , (7.55)

where we have inserted inequality (7.53). Now we we can apply Lemma 2 (with
the sequence nα = kα), which shows that λ(c) is positive, if the right hand side
of (7.55) is.

What remains to show is that λ(c) > 0 holds for all c < Q(T ). To this end
we have to choose k, p,∆ and ε such that c(k, p, ε) = c and Λ(∆, ε) < 0. Hence,
consider δ > 0 such that c+ δ < Q(T ) is an achievable rate. As in the proof of
Theorem 11, we can choose log2(p)/k such that log2(p)/k > c + δ holds while
∆ is arbitrarily small. Hence there is an ε0 > 0, such that c(k, p, ε) = c implies
ε > ε0. The statement therefore follows from the fact that there is a ∆0 > 0
with Λ(∆, ε) > 0, for all 0 < ∆ < ∆0 and ε > ε0. �
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Fig. 7.6. Lower bounds on the error exponent λ(c) plotted for n = 1, p = 2 and
different values of ∆. The curves are generated by combining the estimate (7.52) for
capacity c and (7.55) for the exponent λ

In addition to the statement of Proposition 13, we have just derived a lower
bound on the error exponent λ(c). Since we can not express the error rate ε as a
function of k, p and c, we can not specify this bound explicity. However, we can
plot it as a parametrized curve (using (7.52) and (7.55) with ε as the parameter)
in the (c, λ)-space. In Fig. 7.6 this is done for k = 1, p = 2, and several values
of ∆.

7.8.4 Capacity with Finite Error Allowed

We can also tolerate finite errors in encoding. Let Qε(T ) denote the quan-
tity defined exactly like the capacity, but with the weaker requirement that
∆(T⊗n, 2�cn�) ≤ ε for large n. Obviously we have Qε(T ) ≥ Q(T ), for each ε > 0.
Regarded as a function of ε and T , this new quantity admits in addition the
following continuity property in ε.

Proposition 14 limε→0Qε(T ) = Q(T ).

Proof. By definition we can find for each ε′, δ > 0 a tuple n, p,E and D, such
that

‖ Idp−ET⊗nD‖cb =
ε′ + ε

e
(7.56)

and |Qε(T )− log2(p)/n| < δ holds. If ε+ ε′ is small enough, however, we find as
in Theorem 11 a random graph coding scheme such that

Q(T ) ≥ log2(p)
n

(
1− 4(ε+ ε′)

)− 1
n
H2
(
2(ε+ ε′)

)
= g(ε+ ε′). (7.57)
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Hence the statement follows from continuity of g and the fact that g(0) =
log2(p)/n holds. �

For a classical channel Φ even more is known about the similarly defined
quantity Cε(T ): If ε > 0 is small enough we can not achieve bigger rates by
allowing small errors, i.e. C(T ) = Cε(T ). This is called the “strong converse
of Shannon’s noisy channel coding theorem” [19]. To check whether a similar
statement holds in the quantum case is one of the big open problem of the
theory.
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Index

σ-additivity, 145
σ-algebra, 143, 190
– definition, 145
∗–homomorphism, 164
∗-algebra, 162
– definition, 160

action, 7
– effective ∼, 39
– Euclidean ∼, 24
affine map, 165
algebra of observables, 160
asymptotic completeness, 196
autocorrelation function, 108, 109
– excitable systems, 132
– – at constant event rate, 133
– – at periodically modulated event rate,

134, 135
– of driven, noisy linear system, 110, 111
– periodically driven, noisy double well,
118

– position ∼, 45–51
– unmodulated, noisy double well, 116
axiom
– ∼s of quantum mechanics, 157
– irreducibility ∼, 161

Bargmann states, 226
bath correlation function, 30, 33, 39, 204
Bell basis, 241, 243
Bell states, 241
Bell-diagonal states, 257
binary pairs, 254
bistability, 112–115, 125, 127
blow up, 143
Borel-σ-algebra, 145, 154
– definition, 145
bottleneck inequality, 269
Brownian motion

– classical ∼, 24, 210–212
– quantum ∼, 212–215, 219–220

C∗-algebra, 162
– as Banach *-algebra, 162
– definition, 160
Caldeira–Leggett model, 27, 212
canonical realization of a stochastic

process, 171
cb-norm, 266
Chapman–Kolmogorov equation, 142,

144, 147, 148
– differential ∼, 150
classical probability theory
– generalization to quantum mechanics,
146

click operator, 84
CNOT gate, 238, 243
complete boundedness
– norm of ∼, 266
completely positive, 179
– concrete representation of a ∼
operator, 180, 189

– – minimal ∼∼, 181
– Schwarz-type inequality for ∼ maps,
179

conditional expectation, 156, 165, 169,
186

– of tensor type, 165, 168, 169
– on commutative algebra, 165
conditional fidelity, 256, 257
conditional probability, 155
conjugate point, 14, 18, 22
correlation functions, 45–51, 93–95
counting statistics, 97–102
– generating function, 100, 103
– Poissonian ∼, 101
cyclically steady state, 79
cylinder sets, 151, 190
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damped harmonic oscillator, 39–51,
55–62, 201–206

– density of states, 42, 44
– free energy, 40
– ground state energy, 40
– level width, 44
– master equation, 55, 60
– partition function, 40
– position autocorrelation function, 46
– steady state, 61–62
damping bases, 69
– completeness, 74–76
– generating function, 65, 69, 91
damping kernel, 29, 212
– Drude cutoff, 32
– Ohmic damping, 31
deliberate ignorance, 86, 185, 188
density matrix, see density operator
density of states
– of damped harmonic oscillator, 42, 44
density operator, 161, 163
– equilibrium ∼, 23
– equilibrium ∼ of harmonic oscillator,
26

– physical significance of ∼s, 86–91
– reduced ∼, 35, 200
detailed balance, 62
diffusion term, 150, 183, 215
dilation, 173
disentanglement, 236, 241
distribution, see probability distribution
drift term, 150, 183
driven harmonic oscillator, 13–18
Drude cutoff, 32
– damping kernel, 32
– spectral density of bath oscillators, 32
dual of a Banach space, 150

eavesdropper, 250
effective action, 39
entanglement purification, 235, 241–246
– fixpoint, 244
– IBM protocol, 242
– intermediate regime, 256
– Oxford protocol, 242
– protocol and process, 243
– purification regime, 256
– security regime, 256
entropy
– linear ∼, 221, 222

– production, 216, 221
– Shannon ∼, 276
environment
– elimination of the ∼, 29, 33–38
EPR pairs, 235, 241
equation of motion
– effective ∼, 29
– Heisenberg’s ∼, 29, 57
– von Neumann’s ∼, 57, 200
ergodic stochastic process, 154
ergodic theorem, 190
– for repeated quantum measurement,
191

– individual ergodic theroem, 152
error, 240
– ∼ syndrome, 238
– ∼ flag, 252
– ∼ operation, 251
– ∼ syndrome, 238
– quantum ∼ correction, 237–241,
269–285

– quantum ∼ correction, 235
essential range, 159
Euclidean action, 24
Eve, 247
– factorization of ∼, 250
excitable systems, 131
expectation functional, 161
expectation value, 158, 161

Fano–Mandel factor, 101
fidelity, 241
flag update function, 255
fluctuating force, 30
fluctuation determinant, 17
fluctuation-dissipation theorem, 48
Fokker–Planck equation, 112, 114, 150,

211
friction, 210

generating function
– for Bessel functions, 104
– for counting probabilities, 100, 103
– for Laguerre polynomials, 104
– for the damping bases, 65, 69, 91
generator, 148, 149
GHZ state, 237
Gilbert–Varshamov bound, 279
graph code, 273–275
– random ∼s, 277
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Green function
– spectral representation of ∼, 4

Hamming bound, 279, 280
Heisenberg picture, 29, 146, 163, 265
heterodyne detection, 225
Hilbert–Schmidt
– ∼ robustness, 216–220
– ∼ norm, 217
homogeneity, 140

image charges
– method of ∼, 12
individual ergodic theorem, 154
influence functional, 35, 38, 212
inner automorphism, 174
intrawell motion, 120, 129, 130
irreducibility axiom, 161
Itô calculus, 184, 225–227

Jaynes–Cummings interaction, 56, 125,
194

joint distribution, 153
jump
– ∼ operator, 183
– ∼ process, 126, 130, 150

kernel
– damping ∼, 29, 31, 212
– Markov ∼, see Markov kernel
– on measurable space, 145
kick operator, 79
– matrix representation, 82
Knill–Laflamme condition, 272, 273
Kramers rate
– adiabatically driven potentials, 119
– classical ∼, definition, 112
– excitable systems, 135
– failiure of ∼ for large noise, 120
– inadequacy in presence of tunneling,
124

– modulation amplitude, 119, 129
– quantum ∼, 127
– weak noise limit, 113
Kraus operator, 265

lab demon, 251
Lamb shift, 41
Langevin equation, 118, 210

level width
– of damped harmonic oscillator, 44
Lindblad form, 77, 200, 201, 218, 219
– of a generator, 182
Lindblad theorem, 77, 182
linear entropy, 221, 222
Liouville measure, 161
Liouville operator, 61
– action to the left, 62–63
– completeness of eigenvectors, 74–76
– conserves positivity, 76
– eigenvalues, 64, 69
– left eigenvectors, 65, 69
– – generating function, 65, 69
– Lindblad form, 77
– linearity, 61
– of the Scully–Lamb equation, 93
– right eigenvectors, 64, 69
– – generating function, 65, 67–69, 91

marginal distribution, 153
Markov
– approximation, 49, 50
– kernel, 145, 148
– – as generalization of stochastic matrix,

145
– – as generalization of transition

probability densities, 146
Markov process, 167, 170, 171, 184
– as coupling of time zero algebra to
shift system, 172

– as dilation, 173
– classical, 171
– definition, 157
– physical example for non-commutative
case, 173

– quantum Markov process
– – and phase space representations, 172
– stationary, 171
– with creation and annihilation
operators, 172

Markov property, 140
– generalization for quantum systems,
166

master equation, 126
– between detection events, 85
– for time-averaged evolution, 81
– nonlinear ∼, 85
– of a damped harmonic oscillator, 55
– – steady state, 61–62
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Matsubara frequency, 25
maximal error space, 270
Maxwell’s demon, 152
Maxwell–Boltzmann factor, 60
mean first passage time, 112, 113, 119
measurable map, 145, 152
measurable space, 145, 152
measure, 144
– definition, 145
– measurable map, 145
– – distribution of measurable map, 145
– measurable space, 145
– – kernel on measurable space, 145
– probability measure, 145
– rather than function, 144
measurement, 159
– according to K. Kraus, 185
– according to von Neumann, 185
measurement noise, 125, 128
measurement problem, 207–208
micromaser, (see also one-atom maser)

78, 79, 125, 185, 189, 192
– measured atom statistics, 102
– measured correlation functions, 95
– measured Fano–Mandel factors, 102
– stochastic resonance in the ∼, 125–130
minimal Stinespring representation, 180
module property, 165
Morse index, 18, 22
Moyal bracket, 214

n–positivity, 179
no-cloning theorem, 263
noise, 112, 120
– ∼ correlation function, 30, 33, 36, 39
– cooperetive effect in nonlinear systems,
107

– measurement ∼, 125, 128
– quantum ∼, 125, 127, 128
– signal to noise ratio, 112
– white ∼, 109, 111, 118, 170
noisy apparatus, 246
noisy channel coding theorem, 268
normal state, 163
nuclear magnetic resonance, 175

observable, 158
Ohmic damping, 31
– damping kernel, 31
– spectral density of bath oscillators, 31

one-atom maser, (see also micromaser)
78, 87

– steady state of the ∼, 92
one-time pad, 247
open system, 168
operator algebra, 162
operator basis, 71
– dual pair, 72
– seed of ∼, 72
– seed of Wigner’s ∼, 74
ordered
– ∼ exponential operator, 72
– ∼ operator, 70
output signal power, 121
– stochastic resonance in micro maser,
130

– stochastic resonance in micromaser,
129

P-representation, 172
parity measurement, 87
parity operator, 74
– and Wigner function, 74
partial trace, 169
particle in a box, 10–13
particle on a ring, 8–9
partition function, 23, 25
– of damped harmonic oscillator, 40
path integral, 7
– ∼ representation of equilibrium density
matrix, 24

– ∼ representation of propagator, 7
path space, 151, 154
phase space, 161, 214
– ∼ distribution, 70, 211, 215
– ∼ methods, 172
photon field, 125, 126, 130
– quantum jumps of, 128
Poincaré recurrence time, 28
Poissonian statistics, 81, 84
– for arrival times, 60
– for counting probabilities, 101
– for waiting times, 97
Polish space, 154
– definition, 146
position autocorrelation function, 45
positive map valued measure, 187, 191
positive operator valued measure

(POVM), 246
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positive semidefinite operators on Hilbert
space, 162

potential renormalization, 28, 33, 37, 42
power spectrum
– definition, 109
– excitable systems, 135
– in periodically driven, noisy linear
system, 111

– intrawell motion contribution, 121
– of white noise, 109
– periodically driven, noisy double well,
118

– unmodulated, noisy double well, 116
– Wiener–Khintchine theorem, 109
predictability sieve, 216
private entanglement, 251
probability
– ∼ distribution, 145, 153, 159
– ∼ measure, 145
– conditional ∼, 155
probability space, 152
– definition, 145, 161
– non-commutative ∼, 162
– quantum ∼, 162
propagator, 3
– free particle ∼, 5
– in presence of a wall, 12
– in semiclassical approximation, 22
– of driven harmonic oscillator, 17
– of particle in a box, 10, 12
– of particle on a ring, 8, 9
– path integral representation, 7
– semigroup property of ∼, 4
purification curve, 245

quantum Brownian motion, see Brownian
motion

quantum channel, 264–265
– ∼ capacity, 266–269
– ∼ capacity with finite error allowed,
284

– correlated two qubit Pauli channel, 252
– depolarizing channel, 246
quantum code, 237
– perfect ∼, 239
– Shor ∼, 237
– stabilizer, 239
– Steane ∼, 239
quantum communication, 241
quantum computation, 236

– fault-tolerant, 240
quantum cryptography, 236, 246–250
– BB84 protocol, 247
– E91 protocol, 248
quantum error correction, 235, 237–241,

269–285
quantum filtering, 224
quantum fluctuations, 7, 20
quantum key distribution, QKD, 247
quantum measurement, 184, 207
Quantum regression theorem, 167
quantum state diffusion, 223, 224
quantum stochastic calculus, 183
quantum trajectory, 183, 192, 224
qubit, 235, 264

Rabi angle, 57
Rabi frequency, 56
Radon–Nikodym theorem, 153, 155
random variable, 152, 164, 169
– identification with self-adjoint
operator, 159

rate equation, 114, 117, 119, 124
real-valued random variable, 163
reduced time evolution, 169
reliability, 246
repeated quantum measurement, 189
robust states, 204–207, 216–227
rotating wave approximation, 50, 195

scaling transformations, 73, 78
Schrödinger picture, 146, 163
Schwarz inequality for maps, 179
Scully–Lamb equation, 81, 86, 92
– Liouville operator of ∼, 93
Scully–Lamb limit, 91
semiclassical approximation, 20, 22
semigroup, 143
– ∼ law, 147, 167
– ∼ property of propagator, 4
Shannon entropy, 276
signal to noise ratio, 114, 118, 136
– excitable systems, 136
– in the two-state model of stochastic
resonance, 119, 120

– intrawell contribution, 121
– ring laser, 124
– Schmitt trigger, 123
Singleton bound, 280
space average, 152
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spectral density
– of bath oscillators, 31
– – Drude cutoff, 32
– – Ohmic damping, 31
spectral measure, 159
spectral representation
– of Green function, 4
spectral theorem, 158
spin-1/2-particle, 158, 175
state, 158, 162, 178
– definition, 161
– normal state, 163
– on B(H), 162
– on L∞, 162
state reduction, 87, 90
state-selective detection, 84
stationary phase
– method of ∼, 18
stationary stochastic process, 164
statistical operator, see density operator
Stinespring representation, 180, 189
Stinespring theorem, 265
stochastic differential equation, 184, 225
stochastic matrix, 141, 145
– generalized by Markov kernels, 145
stochastic process, 152, 154, 164
– canonical realization, 154
– stationary ∼
– – definition, 154
– – ergodic, 154
stochastic resonance
– and quantum tunneling, 122
– in a ring laser, 122
– in excitable systems, 131
– in output signal power, 121, 129, 130
– in quantum systems, 122
– in the micro maser, 125, 129
– in the Schmitt trigger, 122
– induced by quantum noise, 125
– two state model of, 114
Stratonovich calculus, 225–227
strong continuity, 149
strong operator topology, 162
synchronization, 128, 129

teleportation, 235, 268
thermal de Broglie wave length, 213, 230
thermal state, 23, 62, 211
threshold

– for entanglement purification protocols,
244, 246, 254

– for fault-tolerant quantum computa-
tion, 240

– security threshold, 254
time average, 152
time evolution
– carrying states into states, 178
time translation, 164
tracial state, 176
transition matrix, 141
transition operator
– definition, 147
– one-step on M2, 175
– phenomenological description of
Markovian behaviour, 163

– semigroup property, 148, 157
– via conditional expectation
– – classical case, 156
– – quantum case, 166
transition probability density
– definition, 144
– generalized by Markov kernels, 146
transition rates, 114, 115, 118, 119
– activated by quantum noise, 125
– inadequacy of Kramers formula in
presence of tunneling, 124

– macroscopic, between metastable
micromaser states, 126–130

– microscopic, in the micromaser, 126
Trotter formula, 6
tunneling, 124, 125
– temperature dependence of ∼ rates,
124

unitary dilation, 173
unravellings of operators, 183

van Vleck–Pauli–Morette determinant,
22

von Neumann algebra, 162
– as C∗-algebras, 162
– definition, 160
von Neumann equation, 57, 200

W∗-algebra
– definition, 160
waiting time statistics, 95–97
– Poissonian ∼, 97
wave function Monte-Carlo method, 224
white noise, 33, 109, 111, 118
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Wiener–Khintchine theorem, 109
Wigner function, 73, 172, 202, 214
– and inversion, 74

– and parity operator, 74

winding number, 9
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